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INDLEDNING

Kunstig intelligens stér pa skuldrene af udviklingen af de ferste computere, og
siden midten af det 20. &rhundrede har der veeret forsket i kunstig intelligens.
Kunstig intelligens er derfor ikke et nyt feenomen eller et ubeskrevet blad 1
historien. Udviklingen af kunstig intelligens har for alvor taget fart inden for de
seneste ar, hvilket isaer skyldes udbredelsen af generativ kunstig intelligens.
Medierne forteeller p& daglig basis om systemer og akterer, som benytter kunstig
intelligens til forskellige formal.

Potentialerne ved teknologien er enorme og ma forventes at pavirke alle dele af
samfundet, herunder ogsa kunst- og kulturomrédet. Der skabes dagligt millioner
at stykker tekst, billeder, musik oglevende billeder med en minimal menneskelig
indblanding. Teknologien kan ogsa benyttes som et redskab til at understette
den kreative proces samt hajne kvaliteten af og skabe nye former for kreativt
indhold.

Udviklingen af kunstig intelligens har ogsa medfert vaesentlige udfordringer og
givet anledning til en raekke principielle spergsmalinden for ophavsretsomradet.
Et af de mest omdiskuterede spergsmal er, hvad der geelder, nar ophavsretligt
beskyttet materiale bliver brugt til traening af kunstig intelligens. Et andet centralt
sporgsmal er, hvad der geelder, hvis ophavsretligt beskyttede veerker og preesta-
tioner bliver efterlignet i kunstigt genereret indhold, og hvem der i sé fald beerer
ansvaret for eventuelle kraenkelser. Dertil kommer spergsmalet om, hvordan der
sikres en mere effektiv h&ndhaevelse pd omrédet.

UKlarhed er en ulempe for de personer, sm8 og mellemstore virksomheder,
institutioner, organisationer og andre som enten ensker at benytte sig af kun-
stigintelligensveerktejer, eller som ensker at udvikle kunstig intelligensmodeller
uden at risikere at kreenke andres ophavsrettigheder. Uklarheden er derudover
og ikke mindst til ugunst for rettighedshaverne, som ikke har kontrol over,
hvordan deres veerker og frembringelser bliver brugt, og som oplever udfordrin-
ger med handheevelsen af deres rettigheder. Dertil kommer, at indhold skabt af
kunstig intelligens kan komme i direkte konkurrence med - og i veerste fald
udkonkurrere - rettighedsbelagt, menneskeskabtindhold.

Udviklingen af kunstig intelligens har ikke kun indflydelse pa de enkelte individer,
virksomheder og sammenslutninger men p& samfundet som s&dan. Udviklingen
pavirker de ekonomiske stukturer i den kulturelle sektor, som er fundamentale
for opretholdelsen af et ekonomisk beeredygtigt kulturelt kredsleb, der gennem
utallige &r har skabt grundlaget for skabelsen af nyt og originalt indhold.

Ekspertgruppe om ophavsret og kunstig intelligens blev nedsat for at afdeekke
udfordringerne pd omradet og komme med anbefalinger til, hvordan de kan loses.
Ekspertgruppen vil i denne rapport indledningsvist kortlaegge de retlige rammer
for ophavsret og kunstig intelligens (kapitel 1) samt de ekonomiske strukturer
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og sammenspillet mellem akterer i anvendelsen og udviklingen af kunstig
intelligens inden for den kreative sektor (kapitel 2).

Ekspertgruppen vil dernaest kortleegge de ophavsretlige udfordringer,som rela-
terer sig til kunstig intelligens (kapitel 3), og her har ekspertgruppen fokuseret
pa fire centrale temaer:

Det forste tema relaterer sig til input-delen, dvs. spergsmal om brug af vaerker
og frembringelser til treening af kunstig intelligens. Det andet og tredje tema
omhandler output-delen, dvs. spergsm& om henholdsvis beskyttelse af
materiale skabt ved hjaelp af kunstig intelligens og ansvar for brug af sddant
output. Det fjerde tema koncentrerer sig om de praktiske udfordringer ved at
ha&ndhaeve ophavsrettigheder og lese tvister om ophavsret og kunstigintelligens.

Med afseet i kortleegningen af disse fire temaer har ekspertgruppen udarbejdet
en reekke anbefalinger til, hvordan udfordringerne kan kommes til livs, samtidig
med at der sikres en balance mellem rettighedsbeskyttelse og teknologisk
innovation.

Ekspertgruppe om ophavsret og kunstig intelligens bakker grundlaeggende op
om de anbefalinger, som regeringens ekspertgruppe om tech-giganter har
praesenteret vedrerende ophavsret. Ekspertgruppen har forholdt sig til tech-
ekspertgruppens anbefalinger og har udarbejdet 10 anbefalinger, som bé&de
kan sta for sig selv og som understetter hinanden.

Anbefalingerne spaender fra bl.a. forslag om eget transparens og forbedrede
rammevilkar for kollektiv Ticensering til beskyttelse mod digitale efterligninger
og krav om tekniske foranstaltninger til hindring af ulovlig upload af ophavsretligt
beskyttet indhold pa kunstig intelligenstjenester. Anbefalingerne er udformet
med henblik pd at kunne indga i det videre arbejde med at tilpasse og sikre
innovation og det kulturelle og ophavsretlige ekosystem til en virkelighed preeget
af kunstig intelligens og de meget store tech-virksomheders kontrol og dominans.

Der har i ekspertgruppen veeret konsensus om, at udfordringerne p& omradet er
omfattende, og at det er afgerende, at der snart gribes til handling. Den grund-
leeggende tilsideseettelse af ophavsrettigheder ved udbuddet af de forste
kommercielle kunstig intelligenssystemer sammenholdt med den stadigt
stigende hastighed, hvormed udviklingen foregér - ogsa internationalt - fordrer
ideelt set lesninger, som kan tilpasses hurtigere end de seedvanlige Tovgivnings-
processer normalt kan honorere. At kunstig intelligenssystemer kan betjenes
succesfuldt pé& tveers af saedvanlige kompetenceomr&der gor ogsa de poten-
tielle kraenkelser af ophavsrettigheder sveerere at opdage, bringe til opher og
opna rimeligt vederlag og erstatning for.

Ekspertgruppen er sammensat sddan, at dens medlemmer repraesenterer for-
skellige interesser og sektorer, hvorfor denne afrapportering netop skal laeses
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som et resultat af udferlige dreftelser, afvejninger og kompromisser mellem
forskellige standpunkter. Det har fra start veeret ekspertgruppens ambition at
na til enighed om anbefalingerne, og derfor har ekspertgruppen lebende strakt
sig langt for at opna sterst mulig konsensus om anbefalingerne, hvilket har re-
sulteret i en reekke kompromisser, som omfavner de forskellige medlemmers
synspunkter. Det betyder, at dele af ekspertgruppen kunne have ensket, at
anbefalingerne gik videre, end det er tilfeeldet, mens andre har accepteret en
anden og i nogle tilfeelde mere vidtgéende lesningsmodel end oprindeligt
onsket. Repraesentanterne for Dansk Erhverv og DI kunne dog ikke tilslutte sig
anbefaling 1 og 10, ligesom repraesentanten for Danske Medier ikke fuldt ud
kunne tiltreede anbefaling 1, 2 og 4. Derfor er der i disse anbefalinger afgivet
dissensudtalelser.
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EKSPERTGRUPPENS SAMMEN-
SATNING, MODER 0G METODE

SAMMENSZATNING
Ekspertgruppen har bestaet af:

Gitte Lavgren Larsen (leder af ekspertgruppen) - partner, advokat (L),
SIRIUS Advokater

Anders Segaard - Professor Natural Language Processing og Machine
Learning, Kebenhavns Universitet

Cecile Anne Christensen - Vicedirekter for Digital transformation,
Det Kongelige Bibliotek

Christian Delpher - Forhandlingskonsulent, Dansk Journalistforbund
(efter indstilling fra Samradet for Ophavsret)

Dicle Duran Nielsen - adm. direkter, Danske Medier

Jonatan Rasmussen - Chefkonsulent, Dansk Erhverv

Maj Hagstrem - Chefjurist, Dansk Skuespillerforbund

(efter indstilling fra Samradet for Ophavsret)

Maria Fredenslund - Direkter og grundlaegger, RettighedsAlliancen
Marlene Winther Plas - Partner, Head of IPT, Denmark, DLA Piper
(efter indstilling fra DI)

Martin Gormsen - ophavsretsekspert, Martin Gormsen Consulting
Peter Schenning - ophavsretsekspert, Advokat Peter Schenning

MODER
Ekspertgruppen har afholdt felgende moeder:

24.juni 2024 K1. 14.00-15.30
26. august 2024 k1. 9.00-12.00
19. september 2024 k1. 9-12.00
22. oktober 2024 k1. 9-12.00
21.november 2024 K1. 9-12.00
18. december 2024 k1. 13-16.00
28. januar 2025 k1. 9-12.00

4. marts 2025 k1. 9-17.00

3. april 2025 k1. 10.00-13.00

10. april kl. 10.00-11.00

11. april Kl. 14.00-15.00

28. april k1. 12.00-15.00

1. maj k1. 10.00-12.00

5. maj kl. 13.00-15.00

12. maj k1. 10.00-13.00

16. maj k1. 13.00-15.00
27.majkl. 10.00-12.00

4.juni Kl. 7.45-8.45

10. juniKkl. 8.00-9.00

17.junikl. 14.00-16.00

EKSPERTGRUPPE OM OPHAVSRET OG KUNSTIG INTELLIGENS
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OPLAGSHOLDERE:

* Anders Segaard - Professor Natural Language Processing og Machine
Learning, Kebenhavns Universitet (medlem)
- Grundlseggende teori bag kunstig intelligenssystemer - et helikopter-
overblik

e Thor Martin Baerug - selvstaendig konsulent
- Den teknologiske udvikling inden for kunstig intelligens i musikbranchen
og de forventede okonomiske og markedsmaessige konsekvenser heraf

» Nicolai Franck - Tech scout & Head of Emerging Technology, Koda
- Kodas vinkel p8 den teknologiske udvikling inden for kunstig intelligens
og de forventede ekonomiske og markedsmeessige konsekvenser heraf

e Henrik Udsen - professor ved JUR Center for Informations- og innovations-
ret, Kebenhavns Universitet
- Gaeldende dansk ret og EU-lovgivning i forhold til kunstig intelligens og
ophavsret

e Thomas Heldrup - Head of Content Protection and Enforcement,
RettighedsAlliancen
- Tech-giganters brug af ophavsretligt beskyttet materiale til traening af
kunstig intelligensmodeller

¢ Mikael Ekman - Direkter for Politik og Strategi, Microsoft (Danmark & Is-
land); Sonia Cooper - Assistant General Counsel, Microsoft; Kristian Riber
- Government Affairs & Public Policy Manager, Google (Denmark, Estonia &
Norway); Tobias Mckenney - Copyright Counsel, Google; Jakob Kucharczyk
- Competition & IP Policy Lead, OpenAl (Europe); Mark Gray - Copyright Tegal
expert, OpenAl
- Microsoft, Google og OpenAl’s respektive arbejde med udvikling af kunstig
intelligens og iagttagelse af ophavsrettigheder i den forbindelse

e Anders Kern Boje — underdirekter i DR Nyheder, DR
- DR’s brug af kunstig intelligens i det daglige arbejde

e Ulla Pors Nielsen - nyhedsdirektor, TV 2
- TV 2’s brug af kunstig intelligens i det daglige arbejde

o Bjarke Arreskov-Hansen - Vice President of Products, 2021.Al
- 2021.Al’'s arbejde for at hjeelpe virksomheder med at integrere og bruge
kunstig intelligens p§ arbejdspladsen p8 ansvarlig vis

Metode, afgraensning og definitioner

Metode

For at kunne kortlaegge de ophavsretlige problemstillinger som felge af indtoget
af kunstig intelligens har ekspertgruppen inviteret en raekke akterer og sagkyndige
ind for at holde opleeg for ekspertgruppen, ligesom ekspertgruppens medlemmer
lebende har udvekslet diverse faglige artikler og undersegelser mwv.. Ekspert-
gruppen har som led heri gennemfert en indledende kortleegning af geeldende
ret samt de ekonomiske strukturer og samspillet mellem akterer i anvendelsen
og udviklingen af kunstig intelligens p& omréadet.

Ekspertgruppen har p& baggrund af arbejdet i kortlaegningsfasen udarbejdet
10 anbefalinger til, hvordan de beskrevne udfordringer kan blive Test. Disse
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udfordringer og anbefalede lesningsmuligheder tager udgangspunkt i rets-
stillingen pa tidspunktet for rapportens udgivelse.

Afgreensning

Rapporten fokuserer p& ophavsretlige udfordringer ved udbud og brug af til-
gaengelige kommercielle kunstig intelligenssystemer. Ekspertgruppen har ikke
beskeeftiget sig med problematikker vedrerende modeltraening og tekst- og
datamining, som sker med henblik p& videnskabelig forskning. Ekspertgruppen
finder, at der i vidt omfang skal veere adgang til at benytte data til s&danne
formal, sa@ leenge tekst- og dataminingen sker i overensstemmelse med den
geeldende Tovgivning.

Rapporten beskaeftiger sig endvidere ikke med andre udfordringer, som kunstig
intelligens kan give anledning til, herunder demokratiske, trivselsmaessige,
sundhedsmaessige og andre former for samfundsmeessige udfordringer. Ekspert-
gruppens medlemmer er enige om, at udviklingen af iseer generativ kunstig
intelligens er en samfundsomveeltende begivenhed, og at de store lesninger
skal findes i sterre og bredere sammenslutninger. Ekspertgruppens opdrag er
imidlertid ophavsretligt, hvorfor rapporten og ekspertgruppens anbefalinger
netop skal Teeses i det lys.

Definitioner

| rapporten anvendes det overordnede begreb; kunstig intelligens, som ogsé
omfatter generativ kunstig intelligens. | nogle tilfeelde omfatter begrebet alle
former for kunstig intelligens, mens der i andre tilfaelde navnlig eller udeluk-
kende teenkes p& generativ kunstigintelligens, uanset om dette star eksplicit
angivet.

Desuden omtaler rapporten bade tech-virksomheder og udbydere af kunstig
intelligens. | alle situationer er der tale om store eller storre virksomheder, her-
under isaer tech-giganter, som udvikler og/eller udbyder kunstig intelligens,
medmindre andet fremgéar af sammenhangen.

Rapporten omtaler ophavsrettigheder som et samlebegreb for de rettigheder,
som ophavere, udevende kunstnere og andre rettighedshavere har til deres
veerker og andre frembringelser efter ophavsretsloven. Ordet ’vaerker’ daskker
sdledes ikke kun over kunstneriske og littereere veerker beskyttet efter ophavs-
retslovens § 1 men ogsd naertstdende rettigheder omfattet af ophavsrets-
lovens kapitel 5.

EKSPERTGRUPPE OM OPHAVSRET OG KUNSTIG INTELLIGENS
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SAMMENFATNING AF EKSPERT-
GRUPPENS ANBEFALINGER

Ekspertgruppe om ophavsret og kunstig intelligens har haft som hovedformal
at undersege og vurdere, om de geeldende ophavsretlige regler er "fit for purpose”
i lyset af udviklingen af kunstig intelligens. Det stér ekspertgruppen Klart, at
dette ikke er tilfeeldet, og at der er betydelige udfordringer ved den nuvaerende
retstilstand. Derfor har ekspertgruppen udformet 10 anbefalinger til initiativer,
herunder i form af lovgivningstiltag og soft Taw, sével nationalt som p& EU-
niveau. Anbefalingerne i deres fulde leengde findes i kapitel 4 (se side 57).
Nedenfor er indsat hver af de 10 anbefalingers overskrifter og rubrikker for at
give et samlet overblik over ekspertgruppens anbefalinger. Det bemaerkes, at
der er afgivet dissens fra Dansk Erhverv og Dl i forhold til anbefaling 1 og 10 og
fra Danske Medier i forhold til anbefaling 1, 2 og 4. Dissensudtalelserne til disse
anbefalinger fremgar alene af de fulde anbefalinger i kapitel 4.

Det pointeres, at anbefalingerne alene sigter efter at komme med lesninger til
de udfordringer, som kunstig intelligens medforer for det ophavsretlige oko-
system. Ekspertgruppen fremhaever, at de grundlaeggende problematikker, som
indtoget af generativ kunstig intelligens affeder, er s& store, at der udover
ekspertgruppens anbefalinger ogsa ber iveerkseettes andre initiativer med et
bredere sigte. Ekspertgruppen opfordrer regeringen til snarest muligt at arbejde
med og iveerksaette sddanne.

ANBEFALING 1: Effektiv transparens i treeningsdata

Ekspertgruppen anbefaler, at der pd EU-niveau sikres meningsfuld og effektiv trans-
parens ved brug af ophavsretligt beskyttet indhold til at treene og udvikle kommer-
cielle kunstig intelligenssystemer. Transparens er nedvendigt for, at rettighedshaverne
kan kontrollere brugen af deres indhold. Som supplement hertil anbefales det, at der
p& EU-niveau indfares en formodningsregel om, at kommercielle kunstig intelligens-
systemer er traenet p§ ophavsretligt beskyttet materiale i tilfeelde, hvor transparens-
kravet ikke opfyldes.

ANBEFALING 2: Effektive forbeholdsmuligheder eller nye regler for tekst-
og datamining

Ekspertgruppen anbefaler, at der i EU sikres markante forbedringer af mulighederne
for at tage forbehold for tekst- og datamining, og ultimativt at reglerne i DSM-direktivets
artikel 4 aendres, sé lovlig brug af veerker til tekst- og datamining kreever udtrykkeligt
samtykke.

EKSPERTGRUPPE OM OPHAVSRET 0G KUNSTIG INTELLIGENS
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ANBEFALING 3: Forbedring af rammevilkar for kollektiv licensering

Ekspertgruppen anbefaler, at der b&de p& dansk og europeeisk plan ivaerksaettes til-
tag, som kan forbedre rammevilk8rene for kollektiv licensering p8 omradet for brug
af ophavsrettigheder, herunder neertst8ende rettigheder, i kunstig intelligenssystemer.

ANBEFALING 4: Forsegsordning om obligatorisk voldgift til lesning af
rettighedskonflikter pd omradet for pressepublikationer

Ekspertgruppen anbefaler, at det underseges, om der kan indferes en obligatorisk
voldgiftsmodel med henblik p8 at sikre en effektiv h8ndtering af rettighedskonflikter
og fremme aftaleindg8else om brug af ophavsretligt beskyttet indhold, herunder til
treening af kunstig intelligens, i ferste omgang som en forsegsordning p8 omrddet
for pressepublikationer.

ANBEFALING 5: Beskyttelse mod digitale efterligninger af personers
personlige kendetegn

Ekspertgruppen anbefaler, at der indfares ophavsretlige regler, som beskytter imod
digitale efterligninger af personers stemme, udseende og andre personlige kendetegn.

ANBEFALING 6: Krav om tekniske foranstaltninger til hindring af

ulovlig upload og kopiering af ophavsretligt beskyttet indhold pa kunstig
intelligenstjenester

Ekspertgruppen anbefaler, udbydere af kunstig intelligenstjenester pdlaegges at
indarbejde effektive sikkerhedsforanstaltninger (guardrails) med henblik p8 at for-
hindre, at tjenesternes brugere uploader og indseetter kopier af ophavsretligt beskyttet
materiale, som kan indebeere risiko for ophavsretskraenkelser.

ANBEFALING 7: Betinget offentlig patale i sager om ophavsret og kunstig
intelligens, der er teknisk og territorialt komplicerede

Ekspertgruppen anbefaler, at bestemmelsen om betinget offentlig p&tale i ophavsrets-
loven udvides til ogsé§ at geelde for mindre grove sager, n8r disse relaterer sig til kunstig
intelligens og er teknisk og territorialt komplicerede.
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ANBEFALING 8: Undersogelse af mulige tiltag for at styrke brugen af
menneskeskabt indhold

Ekspertgruppen anbefaler, at der foretages en undersegelse af mulige tiltag for at styrke
menneskeskabtindhold for det tilfaelde, at der er risiko for, at kunstigt genereret indhold
udkonkurrerer menneskeskabt indhold. Dette kan bl.a. veere i form af en “domaine public
payant”-ordning. Som led i undersegelsen bar fordele og ulemper ved en s8dan ordning
afdeekkes, ligesom udenlandske erfaringer med lignende ordninger ber indhentes.

ANBEFALING 9: Vejledning og oplysningstiltag om ophavsret og kunstig
intelligens

Ekspertgruppen anbefaler, at der udarbejdes vejledninger til virksomheder og instituti-
oner om brug af ophavsretligt beskyttet indhold p8 kunstig intelligenstjenester og uad-
vikles uddannelses- og oplysningstiltag, der er méirettet institutioner, elever og andre
brugere af kunstig intelligenstjenester, samt at der afseettes midler til disse formél.

ANBEFALING 10: Pracisering i ophavsretslovgivningen af, at udbud af
kunstig intelligenssystemer udger tilgaengeliggerelse for almenheden
Flertallet i ekspertgruppen anbefaler, at det lovgivningsmeessigt fastsaettes, at der sker
en tilgeengeliggerelse for almenheden af det indhold, systemerne er treenet p4, for at
skabe optimale muligheder for aftaleindg8else om deling af den veerdi, der opstér ved
selve udbuddet af kunstig intelligenssystemer p& det europaeiske marked.
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1 Lovbekendtgorelse nr. 1093 af 20.
oktober 2023, som aendret ved Tov
nr. 676 af 11. juni 2024

2 Europa-Parlamentets og Radets
direktiv 2001/29/EF af 22. maj
2001 om harmonisering af visse
aspekter af ophavsret og beslaeg-
tede rettighederiinformations-
samfundet (Infosoc-direktivet)

5 Europa-Parlamentets og Radets
direktiv (EU) 2019/790 af 17. april
2019 om ophavsret og besleegtede
rettigheder pa det digitale indre
marked og om aendring af direktiv
96/9/EF og 2001/29/EF (DSM-
direktivet)

KAPITEL 1.
GZALDENDE RET FOR OPHAVSRET
OG KUNSTIG INTELLIGENS

Dette kapitel kortleegger i korte traek retsgrundlaget inden for ophavsretten, og
hvordan den ophavsretlige regulering forholder sig tilkunstigintelligens. Der er
ikke tale om en dybdegdende juridisk athandling men et kort indledende kapitel,
som har til hensigt at give et overordnet og simplificeret indblik i, hvordan om-
radet pa nuveerende tidspunkt er reguleret. Kapitlet belyser, hvad der gaelder
efter ophavsretsloven, og hvordan de danske regler er knyttet op pa EU-retlige
og internationale retsakter, som Danmark er forpligtet til at sikre overensstem-
melse med.

1.1 OPHAVSRETSLOVEN

1.1.1 Beskyttet indhold og eneretten

| Danmark er reglerne om ophavsretreguleret i ophavsretsloven.” Loven beskytter
hovedsageligt Tittereere og kunstneriske veerker mod uretmaessig kopiering og
distribution. Veerker kan f.eks. veere baeger, digte, musik, film, billeder, brugs-
kunst, nyhedsartikler og pressefotos. Loven beskytter ogsa andre frembringelser
- de sdkaldte neertstdende rettigheder - som bl.a. omfatter udevende kunstneres
fremforelser af vaerker, lyd- og billedoptagelser, fotografiske billeder og presse-
udgiveres pressepublikationer. Loven har siden sin indferelse undergéet store
a&ndringer, navnlig som felge af den teknologiske udvikling og p& grund af
stigende internationalisering. Enraekke traktater og EU-direktiver eridagimplemen-
teret i ophavsretsloven. Det geelder bl.a. Infosoc-direktivet? og DSM-direktivet.

Reglerne om ophavsret skal overordnet balancere mellem to hensyn. Pa den ene
side skal det sikres, at kunstnere og andre indholdsskabere far betaling for brugen
af deres kreative indhold. P& den anden side skal det sikres, at brugernes
adgang til og udbredelse af vaerker og andre beskyttede frembringelser ikke
begraenses unedigt. Reglerne er sdledes bade i samfundets, rettighedshavernes
og brugernesinteresse, da de tilskynder til ny produktion og udbredelse af kreativt
indhold.

Ophavsretslovens § 1 fastseetter, at den fysiske person, som har frembragt et
Tittereert eller kunstnerisk vaerk, har ophavsret til veerket. Skaberen af vaerket
benavnes ophaveren, og denne kan séledes kun vaere et menneske. Kravet om,
at indholdet skal veere menneskeskabt, udelukker rent computerskabte frem-
bringelser fra den ophavsretlige beskyttelse. Det kreever en menneskelig invol-
vering, for at materiale skabt ved hjeelp af kunstig intelligens skal kunne anses for
beskyttet, f.eks.iforbindelse med behandling af outputtet; den neermere afgraens-
ning er et fortolkningsspergsmal, der i tvivistilfeelde ma afgeres af domstolene.

Ophavsretten indebaerer en eneret til at r&de over veerket ved at fremstille
eksemplarer af det og ved at goere det tilgaengeligt for almenheden, jf. Tovens
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§ 2. Denneeneret geelder iindtil 70 &r efter ophaverens dad, jf. § 63. Neertstdende
rettigheder, som er saerskilt reguleret i lovens kapitel 5, er omfattet af stort set
de samme beskyttelsesregler som veerker; dog geelder der ingen efterlignings-
beskyttelse, og beskyttelsestiden er kortere, typisk 50 &r. Ophavsretten inde-
beerer ogsa en ikke-okonomisk eneret (ideel rettighed) i § 3, som bl.a. beskytter
mod aendringer af veerket pd en made, som er kraenkende for ophaverens eller
den udevende kunstners anseelse eller egenart.

Omarbejdelser og andre former for bearbejdelser af vaerker ma heller ikke anven-
des pd en m&de, som striderimod ophavsretten til det oprindelige veerk, jf. § 4.

Eksemplarfremstillingsbegrebet omfatter direkte eller indirekte, midlertidig
eller permanent og hel eller delvis eksemplarfremstilling pd en hvilken som
helst m&de og i en hvilken som helst form, herunder i aendret skikkelse. Der
vil f.eks. ske en eksemplarfremstilling, nar et veerk indleeses i en computers
hukommelse, Tigesom der sker eksemplarfremstilling af et vaerk i forbindelse
med traening af en kunstig intelligensmodel og forberedelseshandlinger hertil
i form af enten, at vaerket opbevares og lagres og dermed vil kunne gengives
senere, eller at veerket kopieres midlertidigt.

At ophaveren har en eneret betyder, at andre som udgangspunkt ikke mé& bruge
veerket uden ophaverens tilladelse. En m&de, hvorpad ophaveren kan give til-
ladelse, er ved at lade sig repraesentere af en kollektiv forvaltningsorganisation,
som pa vegne af de relevante rettighedshavere forhandler Ticensaftaler med
brugere, hvorefter vederlaget fordeles mellem rettighedshaverne, jf. neermere
afsnit 1.1.4.

Hvismangor brug af et veerk i henhold til en af ophavsretslovens undtagelses-
bestemmelser (fribrugsregler) kraeves intet samtykke, men brugen skal dog
veere ioverensstemmelse med de generelle betingelser, som felger af § 11. Disse
indbefatter for det forste, at man ikke ma aendre et veerk i videre udstraekning,
end den tilladte brug kraever. Det vil sige, at vaerket ikke m& aendres bortset fra
imere beskedent, begraenset omfang. Endvidere geelder det for offentliggjorte
veerker, at ophaverens navn samt kilden skal naevnes i overensstemmelse med,
hvad god skik kraever. Endeligt geelder der et krav om Tovligt forleeg, som betyder,
at vaerket skal vaere gjort tilgaengeligt pé lovlig vis, dvs. af ophaveren selv eller
med ophaverens samtykke. Nar en sag skal afgeres efter den danske ophavs-
retslov, finder den i amerikansk ret geeldende 'fair use’-doktrin ikke anvendelse.

En centralundtagelse fra den ophavsretlige eneret er § 12 om kopiering til privat
brug. N&r det geelder digital kopiering, jf. ophavsretslovens § 12, stk. 1, nr. 5, er
adgang til til kopiering begreenset yderligere, idet den alene omfatter kopiering
til fremstillerens egen personlige brug (til sig selv eller vedkommendes husstand).
Dette udelukker brug af fremmed medhjeelp, ligesom kopiering som led i bl.a.
arbejdsforhold og undervisning ikke er omfattet.
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4 Folketingstidende 2022-23
(2. samling), Tillaeg A, L 125
som fremsat, s. 50 og 94

1.1.2. Midlertidig eksemplarfremstilling

Undtagelsen om midlertidig eksemplarfremstilling findes i ophavsretsiovens §
11 a. Heraf folger, at det er tilladt at fremstille midlertidige eksemplarer, som er
1) flygtige eller tilfeeldige, 2) udger enintegreret og vaesentlig del af en teknisk
proces, 3) udelukkende har til formal at muliggere enten et mellemleds trans-
mission af et veerk i et netveerk mellem tredjeparter eller en lovlig brug af et
veerk og 4) ikke har selvsteendig ekonomisk veerdi.

Bestemmelsen har til formél at sikre, at man f.eks. ikke ger sig skyldig i en op-
havsretskreenkelse, ndr man anvender et computerudstyr, som automatisk
foretager en midlertidig kopiering af beskyttet materiale, f.eks.icomputerenes
ram eller cache i forbindelse med browsing pa internettet, eller ndr man streamer
en film eller et musiknummer via en streamingtjeneste, som man har et
abonnement til. Bestermmelsen blev indfert i 2002 og implementerer Info-
soc-direktivets artikel 5, stk. 1.

Det felger af forarbejderne til Tov nr. 680 af 6. juni 2023 og DSM-direktivets
betragtning 9, at der kan veere tilfeelde af tekst- og datamining, der ikke inde-
beerer reproduktion, og tilfaelde, hvor reproduktioner omfattes af Infosoc-direk-
tivets artikel 5, stk. 1, og som dermed falder uden for anvendelsesomradet
i undtagelserne om tekst- og datamining, jf. neermere nedenfor.

P& den baggrund kan det udledes, at der i visse tilfeelde sker midlertidige
eksemplarfremstillinger i forbindelse med tekst- og datamining, som kan und-
tages efter ophavsretslovens § 11 a. For s8 vidt angé8r treening af store kunstig
intelligensmodeller er det tvivisomt, om de fire ovenstéende kriterieri§ 11 a
kan anses for opfyldt, allerede fordi forudsaetningen om, at treeningen ikke ma
have en selvsteendig ekonomisk veerdi, naeppe kan veere opfyldt ved kommer-
cielle sprogmodeller mv.

1.1.3. Tekst- og datamining

Undtagelserne om tekst- og datamining findes i ophavsretslovens §§ 11 b og
11 c. Bestemmmelserne blev indfert ved Tov nr. 680 af 6. juni 2023 og gennemfarer
DSM-direktivets artikel 3 og 4.

Artikel 3 og 4 angiver grundlaeggende, at medlemsstaterne skal indfere en
adgang til brug af ophavsretligt beskyttet materiale, nér det sker med henblik
pé tekst- og datamining. De undtagelser og indskreenkninger, der er fastsat
i DSM-direktivet, har til formal at skabe en rimelig balance mellem ophavere og
andre rettighedshaveres rettigheder og interesser pa den ene side og brugernes
interesser pa den anden side, jf. betragtning 6.

| henhold til ophavsretslovens § 11 b, stk. 1, skal tekst- og datamining forstas
som enhver automatiseret, analytisk fremgangsmade, der har til formal at
analysere tekst og data i digital form med henblik pd at generere oplysninger,
herunder maenstre, tendenser og korrelationer. Tekst- og datamining er sdledes
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en form for automatisk computeranalyse af information i digital form, som gor
det muligt at behandile store maengder af information, f.eks. tekst, lyd, billeder
0g anden data, med det formal at opna ny viden og finde frem til nye tendenser.

§ 11 b indeholder en generel undtagelse for tekst- og datamining, som indebeerer,
at den, som har lovlig adgang til et veerk, m& foretage udtraek og fremstille
eksemplarer af veerket med henblik pa tekst- og datamining, jf. stk. 2. Anvendelsen
er dog betinget af, at rettighedshaveren ikke udtrykkeligt har forbeholdt sig
anvendelsen af veerket p8 passende vis, f.eks. pd en maskinlaesbar méde.

Undtagelsen har til formé&l at sikre, at der kan geres brug af tidens digitale
teknologier og nye former for anvendelse af indhold for b&de private og offent-
lige enheder til at analysere store meengder data inden for forskellige omrader
og til forskellige form&l, herunder i forbindelse med offentlige tjenester, kom-
plekse forretningsmaessige beslutninger og udvikling af nye applikationer.
Eksemplarer og udtreek kan dog kun opbevares, sa leenge det er nedvendigt
med henblik pa tekst- og datamining, jf. stk. 3.

Ophavsretslovens § 11 cindeholder en mere specifik undtagelse for tekst- og
datamining, som i stk. 1 angiver, at forskningsorganisationer og kulturarvs-
institutioner, der har lTovlig adgang til et vaerk, ma foretage udtraek og fremstille
eksemplarer af veerket for at udfere tekst- og datamining med henblik pa viden-
skabelig forskning. Dette geelder, uanset om den videnskabelige forskning ud-
feres inden for rammerne af offentlig-private partnerskaber, og bestemmelsen
kan ikke fraviges ved aftale.

Bestemmelsen har til forméal at sikre, at forskere mv. kan gere brug af tidens
digitale teknologier og nye former for anvendelser som led i understottelse af
forskning, innovation, uddannelse og bevarelse af kulturarven.

Efter stk. 2 skal eksemplarer af veerker fremstillet i overensstemmelse med stk. 1
lagres med et passende sikkerhedsniveau og kan opbevares med henblik p&
videnskabelig forskning.

| medfer af stk. 3 er det tilladt for rettighedshaverne at traeffe foranstaltninger,
der kan garantere sikkerhed og integritet i de systemer og databaser, hvor
veaerkerne er lagret, nar der er en risiko for, at de bringes i fare, sa laenge foran-
staltningerne ikke gér videre, end hvad der er nedvendigt for at na dette mal.

Det bemeerkes, at undtagelserne om tekst- og dataminingi 88 11 b og 11 c ikke
kun finder anvendelse ift. vaerker, men ogsa ift. andre frembringelser. Dette
fremgé&r af de enkelte bestemmelser i lovens kapitel 5.

Reglerne om tekst- og datamining blev skabt p& et tidspunkt, hvor kunstig
intelligenslasninger, der kan generere tekster, musik, billeder og andre vaerks-
typer, var p& et tidligt udviklingsstadie, jf. naermere rapportens kapitel 2.
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> Formanden for Kommissionens
General-Purpose Al Code of
Practice-arbejdsgruppe, Alexander
Peukert, henviser ii "Regulating IP
Exclusion/Inclusion on a Global
Scale: The Example of Copyright
vs. Al Training” til, at princippet
om Lex Posterior m& medfore,
at Al-forordningen konkluderer, at
art. 4 omfatter modeltraening.

6 Redegorelse R 14 af 11. maj 2023,
s.39-40.

Kunstig intelligens er ikke naevnt i DSM-direktivet i relation til tekst- og data-
mining. Spergsmalet om, hvorvidt og i hvilken udstraekning disse undtagelser
finder anvendelse pa traening og anden brug af kunstig intelligens, er derfor ikke
afklaret. Forordningen om kunstig intelligens (se neermere nedenfor), kan dog
bidrage til fortolkning derved, at deni betragtning 105 angiver, at DSM-direktivets
regler om tekst- og datamining bl.a. omfatter datahestning med henblik pa
udvikling af kunstig intelligenslasninger, ligesom forordningen ogsa naevner
enten "modeltraening” og/eller "traening af modeller” i henholdsvis betragtning
104, 105 og 107 i sammenheaeng med tekst- og datamining og DSM-direktivets
artikel 4, stk. 3, hvilket efter lex posterior-betragtninger kan indikere, at EU-
lovgiver opfatter reglerne om tekst- og datamining i medfer af DSM-direktivets
artikel 4, som mulig (fremtidig) hjemmel til modeltreening.’

Modsat ma det pépeges, at det felger af den folke- og EU-retlige tretrinstest, at
ophavsretlige undtagelser ikke mé& fortolkes pa en méde, som strider imod den
normale veerksudnyttelse og indebeerer urimelig skade for rettighedshaverens
legitime interesser. Athaengigt af, om treening af kunstig intelligens medferer
sddanne konsekvenser, kan f& betydning for, om artikel 3 og 4 (ophavsrets-
lovens §8 11 b og 11 c), kan rumme - og dermed lovliggere — brug af veerker til
traening af kunstig intelligens. Det er s8ledes ikke direkte angivet i dansk eller
europaeisk lovgivning eller fastsldet i retspraksis, om bestemmelserne om
tekst- og datamining finder anvendelse pa traening af kunstig intelligens. Om
0g i sé fald i hvilket omfang dette er tilfaeldet, ma i sidste ende afgeres af
EU-Domstolen. Det bemeerkes, at en ny praejudiciel sag (C-250/25, Like Com-
pany), netop omhandler disse spergsmal. Sagen omtales naermere i kapitel 3.

1.1.4. Aftalelicens

Som naevnt kan rettighedshaverne give tilladelse til brug af deres veerker, f.eks.
gennem en licensaftale, som indgés og administreres af en kollektiv forvaltnings-
organisation. Forvaltningsorganisationer, som er godkendt af Kulturministeriet
til at indgé aftaler med aftalelicensvirkning, er Copydan-foreningerne, VISDA,
Tekst & Node, DPCMO og Koda mfl.

Kollektiv forvaltning og aftalelicens er et nyttigt veerktej for brugerne, nér der sker
masseudnyttelse af beskyttet indhold, hvor det reelt er umuligt at Klarere rettig-
hederne individuelt ved aftaler med de enkelte rettighedshavere. | den kultur-
politiske redegarelse fra 2023° naevnes kollektiv forvaltning og aftalelicens i forbin-
delse med omtale af udfordringerne med kunstigintelligens p& ophavsretsomrédet.

Virkningen af en aftalelicens er, at brugeren far ret til at udnytte veerker af samme
art, uanset om rettighedshaverne til disse veerker ikke er repreesenteret af
en kollektiv forvaltningsorganisation. Aftalelicensen giver brugeren ret til at
benytte de ikke-repraesenterede rettighedshaveres veerker pa den made og pa
de vilkar, som felger af aftalen. Det er s8ledes den bagvedliggende aftale mellem
forvaltningsorganisationen og brugeren, som i praksis afger rammerne for aftale-
Ticensvirkningen.
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7 Dette fremg@r direk te af foketings-

tidende 2023-24, tillaeg A, L 145
som fremsat, s. 19

8 Europa-Parlamentets o g R&dets
forordning om harmoniserede
regler for kunstig intelligens og
om andring af forordning (EF) nr.
300/2008, (EU) nr. 167/2013, (EU)
nr. 168/2013, (EU) 2018/858, (EU)
2018/1139 og (EU) 2019/2144
samt direktiv 2014/90/EU, (EU)
2016/797 og (EU) 2020/1828
(Forordningen om kunstig
intelligens)

Ophavsretsloven indeholder bestemmelser om aftalelicens for specifikke vaerks-
udnyttelser. Disse er oplistetilovens § 50, stk. 1, og omfatter bl.a. brug af veerker
i undervisningsvirksomhed (§ 13), brug af billeder og andre kunstveerker (§ 24
b), online brug af pressepublikationer (§ 29 a), brug af offentliggjorte veerker og
lydoptagelser iradio og fjernsyn, herunder "on demand” (§§ 30, 30 a og 33) m.m.

Derudover findes en generel regel om aftalelicens i ophavsretslovens § 50, stk.
2, som giver mulighed for indg&else af aftalelicensaftaler pd andre udnyttelses-
omrader end de lovbestemte. Bestemmelsen kan bl.a. bruges til indgaelse af
kollektive aftaler vedr. tekst- og datamining og kunstig intelligens.”

1.1.5. Efterligningsbeskyttelsen

Det er en grundregel inden for ophavsretten, at et veerk kun kan veere kreenket
af et andet vaerk/produkt, hvis det andet udger en hel eller delvis kopiering af
det oprindelige veerk. En kreenkende efterligning kraever, at skaberen af det
andet veerk/produkt var bekendt med eksistensen af det oprindelige veerk. Det
geelder, uanset om efterligningen er sket bevidst eller ubevidst. Ophavsretten
beskytter med andre ord ikke imod gengivelser, der tilfeeldigvis er opstéet som
uafhaengige dobbeltfrembringelser.

For at et veerk kan veere kraenket af et andet, forudseetter det, at man ved en
sammenligning far en identitetsoplevelse. Der kan ogsa forekomme kraenkelse
af dele af et vaerk. Dette fordrer, at de p&geeldende dele, som gérigen i det nye,
i sig selv er originale. De forhold, der skal tillaegges veegt ved kraenkelsesvurde-
ringen, er udviklet i retspraksis. Vurderingen af, om et veerk er kraenket af et
andet, skal vaere den samme uanset vaerktypen. Der m& sdledes ikke stilles
strengere krav til bestemte former for veerker, f.eks. ved at kraeve, at der skal
veere tale om en "naergdende” efterligning. Dette felger af EU-Domstolens rets-
praksis, jf. bl.a. C-683/17 (Cofemel).

Om vurderingen er den samme i de situationer, hvor det nye veerk/produkt er
skabt ved hjeelp af kunstig intelligens, er der ikke retspraksis om endnu. Heller
ikke fra EU-Domstolen. | EU-Domstolens praksis er der dog eksempler p& domme,
som fastleegger, at der sker en tilgaengeliggoerelse for almenheden af veerker,
selv om tilgeengeliggerelsen ikke har udgjort identificerbare veerker. Se f.eks.
sag C-597/19 (Mircom) og sag C-610/15 (Ziggo/Pirate Bay).

1.2. FORORDNINGEN OM KUNSTIG INTELLIGENS
Forordningen om kunstig intelligens® fastlaegger harmoniserende regler for brug
0g udvikling af kunstig intelligens.

| artikel 53, stk. 1, Titra c, er det fastsat, at udbydere af kunstig intelligens-
modeller skal overholde EU-retten om ophavsret, seerligt med henblik p& at
identificere og overholde, nér en rettighedshaver har taget forbehold for vaerks-
anvendelse i forbindelse med tekst- og datamining i henhold til DSM-direktivets
artikel 4, stk. 3.
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9 Se bl.a.: Right-holders-joint-letter-
on-the-Second-Draft-Code-of-Pra-
ctice-27012025-1.pdf

Derudover fastsaetter forordningens artikel 53, stk. 1, Titra d, at udbydere af kunstig
intelligensmodeller til almen brug skal udarbejde og offentliggere en tilstraekkeligt
detaljeret ssmmenfatning af det indhold, der anvendes til traening af de pageel-
dende modeller. Denne sammenfatning skal udarbejdes i overensstemmelse
med en skabelon, som Teveres af EU-Kommissionens kunstig intelligenskontor.
Det felger af forordningens betragtning 107, at formdlet med sammenfatningen
er at ege gennemsigtigheden, blandt andet med henblik p& at gere det lettere
for indehavere af ophavsret at udeve og hdndhaeve deres rettigheder i henhold
til EU-retten.

| forordningens betragtning 105 italesaettes, at generative kunstig intelligens-
modeller, der kan generere tekst, billeder og andet indhold, giver unikke innova-
tionsmuligheder, men ogsa udfordringer for kunstnere, forfattere og andre
skabere og den made, hvorpa deres kreative indhold skabes, distribueres, an-
vendes og forbruges. Udviklingen og traeningen af sddanne modeller kraever
adgang til store maengder tekst, billeder, videoer og andre data. Tekst- og data-
mining-teknikker kan i vid udstreekning anvendes i denne forbindelse til
segning og analyse af s&dant indhold, som kan veere beskyttet af ophavsret og
besleegtede rettigheder. Det understreges i den forbindelse, at hvis en rettigheds-
haver udtrykkeligt og pa passende vis har taget forbehold for tekst- og datamining
til brug i kunstig intelligens, er det forudsat, at udbyderen af en kunstig intelligens-
model indhenter tilladelse fra rettighedshaveren, hvis rettighedshavers veerker
lovligt skal anvendes til tekst- og datamining.

Ifelge forordningens betragtning 106 skal udbydere af kunstig intelligens-
modeller respektere EU’s lovgivning, n8r modellerne bringes pa markedet i EU,
uanset hvor modellen er udviklet.

EU-Kommissionens kunstig intelligenskontor harigangsat arbejdet med udvik-
lingen af et praksiskodeks ("General-Purpose Al Code of Practice”), som bl.a.
skal vejlede udbydere af kunstig intelligens til almen brug om, hvordan de op-
fylder kravet i artikel 53, stk. 1, litra ¢, om indferelse af en politik, der overholder
EU-ophavsretten. Som led heri har EU-Kommissionen nedsat fire arbejdsgrupper
med hvert deres fokusomrade, hvor gruppe 1 har kigget pa transparens og op-
havsretlige regler.

De forelobige udkast til praksiskodekset har ift. den ophavsretligt relevante del
givet anledning til heftig debat, og der har fra begge siderveeret bred utilfredshed
over balancen mellem hensynet til rettighedshaverne og hensynet til kunstig
intelligensudbyderne. Undervejs har en sammenslutning af europaeiske rettigheds-
haverorganisationer bla. udtrykt bekymring for, at kodekset vil undergrave
ophavsretten neermere end at sikre den.? Samtidig har en sammenslutning af
kunstig intelligensudbydere udtrykt bekymring for, at kodekset vil begraense
den teknologiske udvikling og skabe en kompleks og byrdefuld retlig tilstand.
Kodekset skulle efter planen foreligge i en feerdig version den 2. maj 2025.
Offentliggerelsen af et endeligt praksiskodeks er imidlertid blevet udskudt.
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Sidelobende med udarbejdelsen af et praksiskodeks er EU-Kommissionens
kunstig intelligenskontor i gang med at udforme den skabelon, som udbyderne
skal anvende for at opfylde forpligtelserne iforordningens artikel 53, stk. 1, Titra
d, om transparens.

Reglerne iforordningens artikel 53, stk. 1, litra c og d, finder anvendelse fra den
2. august 2025.1°

10 Dette folger af forordningens
artikel 113, stk. 3, litra b.
Forordningen finder som
udgangspunkt anvendelse fra
den 2. august 2025, medmindre
andet fremgér af artikel 113.
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12 e kuiturelle og kreative erhverv
omfatter i bred forstand bl.a.
arkitektur, kunst,beger, musik
og scene samt biblioteker,
museer, medier, film, spil,
idreetsklubber og fitnesscentre
samt tilgreensende erhverv,
herunder ogsa relateret aktivitet
inden for detail- og engrossalg
samt udlejning af vaesentligt
omfang. Opgerelsen vedrerer
direkte ekonomisk produktion
ide kulturelle erhverv, dvs.
inklusiv relateret aktivitet
indenfor engros- og detailsalg
samt udlejning. Den omfatter
ikkeindirekte (afledt) produktion
iandre erhverv, herunder
revisorer og advokater, som Teser
opgaver for virksomheder inden
for de kulturelle erhverv.

KAPITEL 2.

OKONOMISKE STRUKTURER 0G
SAMSPIL MELLEM AKTORER

| ANVENDELSEN OG UDVIKLINGEN
AF KUNSTIG INTELLIGENS

2.1 NYE AKTORER |1 DET KULTURELLE KREDSLOB

Den kreative sektor er en veesentlig drivkraft i dansk ekonomi. Ifelge Kultur-
ministeriets kulturpolitiske redegerelse fra 2023"" omsatte de kulturelle og krea-
tive erhverv i Danmark i 2021 for ca. 142 mia. kr."> Denne betydelige ekonomi-
ske vaegt illustrerer vigtigheden af at sikre sektorens beeredygtighed i medet
med kunstig intelligens, navnlig i betragtning af, at kunstig intelligensteknologi
- seerligt generativ kunstig intelligens - adskiller sig fundamentalt fra tidligere
teknologiske landvindingeri sektoren.

Traditionelt har det kulturelle kredsleb veeret kendetegnet ved en tredelt struktur;
kunstnere og kulturproducenter, distributerer og kulturforbrugere. Mens kunst-
nere og kulturproducenter har stéet for produktionen af det kreative indhold, er
det som oftest distributerer i form af f.eks. gallerier, nyhedsmedier, tv-stationer,
streamingplatforme, forlag og spillesteder, der har staet for distributionen og
leveringen af produkterne til kulturforbrugerne mod en modydelse, ofte betaling.
Dog er der, 0gsa historisk, ofte et sammenfald mellem producenter og distributerer.
Dette okosystem har veeret fundamentet for den kulturproduktion, som vi har
kendt tidligere, og hvor veerdiskabelsen er fordelt mellem aktererne.

Over de seneste artier er de meget store tech-virksomheder gradvist blevet en
ny og selvstaendig akter i kredslebet. Fra oprindeligt at levere forskellige soft-
wareveerktejer til kulturproduktion har en gruppe tech-virksomheder udviklet
sig til at blive platforme for distribution af indhold, der samtidig kommercialiseres
intenst. Inden for visse indholdsformater, f.eks. korte videoer, har enkelte tech-
virksomheder i dag de facto monopol. Udviklingen har givet flere sma indholds-
skabere mulighed for at udkomme med indhold, men distributionen sker pa
betingelser, der i hej grad bestemmes af tech-virksomhederne.

De meget store tech-virksomheder har hidtil kontrolleret de fleste elementer
i vaerdikeeden, bortset fra indholdsproduktionen. Kunstig intelligens risikerer
imidlertid at gere det muligt for disse tech-virksomheder ogsa at kontrollere
bla. produktionen af indhold i form af videoer, billeder, musik og tekster.
Tech-virksomhederne modtager data til at treene deres kunstig intelligens-
systemer pa fra brugerne, ligesom de indsamler og behandler data fra internettet
bredt set, uagtet om denne data er beskyttet af ophavsret. Treening pd omfat-
tende samlinger af materiale, der i vaesentligt omfang er ophavsretligt beskyttet,
er fundamentalt for kunstig intelligenssystemer.
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13 Er det lige meget, at Al laver
kunst og musik, hvis du ikke
opdager det? - ELEKTRONISTA

14 Spotify Removes Tens Of
Thousands’ Of Al-Generated
Songs: Here’s Why

Generative kunstig intelligenssystemer kan Tidt forenklet siges at veere systemer,
der er bygget af ophavsretligt beskyttede veerker og som evner at gengive disse
i utallige nye former p8 trods af, at der typisk ikke kan genkendes enkelt-
elementer af veerkerne. Dette indebaerer ogs8, at bade tech-virksomhederne
selv og private brugere af kunstig intelligenssystemer kan skabe enorme
maengder af kunstigt genereret nyt indhold, som i udgangspunktet ikke er be-
skyttet af ophavsret, og dermed ma kommercielle behov for menneskeskabt,
kreativt indhold pa tech-virksomhedernes platforme forventes at blive reduce-
ret betydeligt.

2.2 BETYDNINGEN AF KUNSTIG INTELLIGENS FOR SAMFUNDET GENERELT
O0G DEN KULTURELLE MANGFOLDIGHED

Pa langt de fleste samfundsomrader har kunstig intelligens potentiale til at
forbedre effektiviteten og kvaliteten af en bred vifte af tjenester og processer,
og det kan fore til bedre ressourceforvaltning og mere innovative lesninger pé
mange samfundsmeessige udfordringer, bl.a. inden for sundheds-, transport og
uddannelsesomradet.

For kulturlivet er den overordnede effekt af kunstig intelligens negativ. Kultur-
produkter i form af eksempelvis litteratur, musik, levende billeder og billed-
kunst er manifestationer af menneskelige felelser, erfaringer og tanker. N&r
kulturprodukter genereres af kunstig intelligens, er det ikke indhold, der hviler
pad eegte folelser, erfaringer og tanker. Algoritmer foler ikke noget. Kunstig
intelligenssystemer kan alene genbruge og "remixe” indhold, som mennesker
allerede har skabt.’® Det kan derfor haevdes, at kunstig intelligens ikke kan er-
statte de menneskeskabte kulturprodukter, der i takt med tiden bidrager til
menneskers personlige udvikling og til, at vi bedre forstdr hinanden som
mennesker og samfund, og som mere overordnet skaber &ndelig udvikling af
samfundet og danskerne som folk. Tilsvarende geelder journalistik med en
demokratiunderstottende funktion, der er underlagt medieansvarsloven. Dermed
adskiller kultursektoren sig fra andre samfundssektorer. En vagtplan genereret
af kunstigintelligens vil typisk fuldt ud kunne erstatte en tilsvarende menneske-
skabt vagtplan, men dette geelder nedvendigvis ikke for digte og sange om de
sveere ting i Tivet eller vores nationale egenart.

Det er sandsynligt, at musik, videoer og tekster genereret af kunstig intelligens
kommer til at oversvermmme de fleste distributionskanaler. Dette er allerede
i dag en realitet p& sociale medier, der tilbyder brugerne at dele korte videoer,
ligesom der dagligt uploades tusindvis af sange til musiktjenester, som ude-
lukkende er genereret af kunstig intelligens.™

Det faktum, at videoer, sange mv. kan genereres stort set uden omkostninger,
og at den almindelige borger kan skrive instrukser, som resulterer i et brugbart
output, ma forventes at fa en stor eskonomisk betydning for kulturlivet, fordi en
vaesentlig del af finansieringen af kulturproduktionen i dag kommer fra funk-
tionel brug af kulturprodukter. Komponisterne tjener penge pé at komponere alt
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https://videnskab.dk/teknologi/
disney-eller-h-c-andersen-kun-
stig-intelligens-risikerer-at-ud-
vande-dansk-kultur/

Forskningsprosjekt viser:
Rettighetsbelagtinnhold gir
norske sprakmodeller hay
kvalitet | Nasjonalbiblioteket

fra baggrundsmusik i supermarkeder til den musik, der spillers til koncerter,
men nar musikken i supermarkedet og butikkerne erstattes af musik genereret
af kunstig intelligens, s& mangler finansieringen. Mange instrukterer og manu-
skriptforfattere tjener gode penge pa reklamefilm, og det ger, at de kan udvikle
nye film og serier, men ndr reklamefilm kan genereres ved brug af kunstig intelli-
gens,sa forsvinder den indtjening. Mange skuespillere tjener penge paindtaling af
bl.a. lydbeger, men ogsa her er beger “oplaest” af kunstig intelligens pa
fremtog."”” Eksemplerne er talrige og effekten méa forventes at blive store. | og
med at indhold skabt udelukkende ved brug af kunstig intelligens er meget
billigere at fremstille og i udgangspunktet ikke ophavsretsligt beskyttet, ma det
forventes, at der opstér et prispres pd menneskeskabt indhold. Dette gear, at
feerre kulturprodukter kan tjene sig selv hjem. Isoleret set har det herudover
selvsagt ogsa en ekonomisk betydning, hvis det viser sig, at rettighedshaverne
ikke modtager betaling for den brug af deres vaerker, der finder sted bl.a. i for-
bindelse med treening af kunstig intelligens.

Hovedeffekterne ved indtoget af kunstig intelligens ma séledes betragtes som
negative for b&de den kulturelle mangfoldighed og for finansieringen af men-
neskeskabt indhold. Ikke desto mindre er der ogsa modsatrettede effekter ved
udviklingen af kunstig intelligens, som er positive, og det samlede billede er
derfor mere komplekst. Inden for stort set alle omr&der af den kulturelle produktion
vil kunstig intelligens blive et veerdifuldt hjeelpemiddel, og det er det allerede
i udbredt grad i dag. Dette geelder ogsa, hvor vaerkerne grundleeggende er
menneskeskabte.

Billiggerelse af kulturproduktion vil ogsad muliggere en eget grad af personali-
sering og mélretning af kulturelle produkter, som kan imedekomme specifikke
brugergrupper og individers preeferencer og behov.'® Dette vil i nogle relationer
veere positivt og i andre negativt. P& den ene side far forbrugere i hejere grad,
hvad de eftersperger, og pa den anden side vil individualiseringen indebeere, at
viikke leeser, ser og herer de samme kulturprodukter og derfor heller ikke kommer
til at tale om dem.

Indhold skabt af kunstig intelligens kan forstaerke den kulturelle bias og homo-
geniserer kunstneriske udtryk, f.eks. fordi mange kunstig intelligenssystemer
er udviklet pa engelsksprogede (ofte amerikansk) data.” Dette kan potentielt
reducere mangfoldigheden i udbuddet af kulturelle produkter og fremme
kulturelle veerdier og traditioner, f.eks. hvad angér ligestilling, som kan veere
anderledes end dem, vi har i Danmark. Det kan ogsa fore til, at den Tebende
fornyelse og udvikling af det danske sprog formindskes. Det norske national-
bibliotek papeger, at det norske sprog risikerer at blive udvisket som folge af
brugen af kunstig intelligens, og nationalbibliotek har derfor ogsa valgt at ud-
vikle en norsk sprogmodel.’®

Hertil kommer, at produktionen af originalt dansk menneskeskabt indhold risikerer
at blive formindsket, fordi dansk indholdsproduktion ikke er ekonomisk konkur-
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rencedygtig med indhold genereret af kunstig intelligens. Dette vil yderligere
traekke i retning af, at normen bliver, at det indhold, som danske forbrugere
praesenteres for, i stadig mindre grad vil veere udtryk for originalt dansk sprog,
danske kulturelle normer og en dansk samfundsforstaelse. | mindre sprogomrader,
som det danske, vil indholdsproduktionen, som felge af det begraensede marked,
have en mindre robusthed set i forhold til sterre sprogomr&der. Samtidig ma det
dog veere antagelsen, at efterspergslen efter originalt dansk indhold, der afspejler
danske kulturelle normer, fortsat vil vaere stor.

Overordnet er det sdledes plausibelt, at kombinationen af et fald i finansiering af
kulturprodukter og en stigende effektivisering af kulturproduktionen som felge af
kunstig intelligens vil medfere jobtab i den kulturelle sektor. Uden for kulturomrédet
peger de fleste rapporter pa, at kunstig intelligens vil have ekonomisk gavnlige ef-
fekter, herunder for BNP,"® og det ser s8ledes anderledes ud for samfundet bredere set.

2.3 Rapporter om ekonomiske konsekvenser og beskaftigelseseffekter
Brugen af kunstig intelligens til at producere kreativt indhold er i stor veekst og
har hen over de seneste tre &r hastigt bevaeget sig langt ud over de hidtidige
brugersegmenter. Millioner af mennesker verden over anvender allerede kunstig
intelligensveerktojer bade i deres kreative arbejde og som digitale forbrugere.
F.eks. havde kunstig intelligenstjenesten Suno allerede sidste &r over 12 millioner
brugere (juli 2024)% og var i ferste kvartal af 2025 blandt top-10 mest downloadede
musik-apps i Danmark. Videoredigeringsplatformen Runway har flere end 7 mil-
Toner brugere om méneden (december 2024),2" billedgeneratoren Midjourney har
over 20 millioner registrerede brugere (juni 2025)?? og ChatGPT har omkring 400
millioner ugentlige aktive brugere (februar 2025).2

En undersegelse fra juni 2024 foretaget af DI* viser desuden, at omkring 40 pct.
af danske virksomheder bruger kunstig intelligens, og at teknologien mesten-
dels benyttes til at producere og generere tekst. Derudover bruges den ofte til
at sege viden og analysere tekst og data.l en nyere undersegelse framarts 2025
af DI  fremgar det, at halvdelen af virksomhederne ved indgangen til 2026 forven-
tes af have taget kunstig intelligens til sig.

En undersegelse fra januar 2024 foretaget af konsulentfirmaet Goldmedia p& vegne
af de franske og tyske musikrettighedsorganisationer SACEM og GEMA?® viser bla.,, at
det globale marked for generativ kunstig intelligens inden for musik i 2023 udgjorde
ca. 300 mio. USD. Dette forventes ifelge undersogelsen at vokse til over 3 mia. USD i
2028 med en gennemsnitlig &rlig vaekstrate pa ca. 60 pct. Det betyder ifelge under-
segelsen 0gsa, markedet ilobet af fa ar vil na en sterrelse, der svarer til 28 pct. af de
globale musikindtaegter i 2022. Undersegelsen peger videre pg, at der kan ske en
nedgang p& op mod 27 pct. af musikskabernes indtaegter som folge af generativ
kunstig intelligens inden 2028, hvilket svarer til et ekonomisk tab pa ca. 950 mio.
euroi 2028 og et kumulativ tab pa 2,7 mia. euro i perioden mellem 2023 og 2028. 71
pct. afde adspurgte musikskabere i Frankrig o g Tyskland er derfor bekymrede for, at
kunstig intelligens kan gere det sveert for dem at leve af musik i fremtiden.
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7 https://www.oecd-ilibrary.org/
docserver/08785bba-en.
pdf?expi-
res=1725270257&id=id&ac-
cname=guest&check-
sum=BC04D7B3DC2C4C25A-
2519EABD987BCD2 s. 96

28 https://www.thebusinessre-
searchcompany.com/report/
generative-ai-in-creative-indu-
stries-global-market-report

29 https://static1.squarespace.
com/static/5ce331b47a39b-

9000198fffa/t/65b9314fd6 19 8f-

70b0ec7402/1706635612414/
Future+Unscripted+-+The+Im-
pact+of+Generative+Artifi-
cial+Intelligence+on+Entertain-
ment+industry+Jobs+-+pages_
compressed.pdf

Denne udvikling bekraeftes af andre undersegelser om generativ kunstig intel-
Tligens i musikbranchen og evrige kreative brancher. En omfattende analyse fra
CISAC?%® publiceret i december 2024 viser, at det globale marked for generativ
kunstig intelligens inden for musik og audiovisuelt indhold forventes at vokse
markant frem mod 2028. For musik alene forventes markedet at nd en veerdi pé
16 milliarder euro, mens det for audiovisueltindhold forventes at nd 48 milliarder
euro. Denne markedsveaekst forventes primeaert at ske pa bekostning af indteegter
fra menneskeskabte veerker. CISAC’s analyse estimerer séledes, at op mod 24 pct.
af musikskaberes og 21 pct. af audiovisuelle skaberes indteegter vil vaere pa-
virket negativt i 2028 ved, at de akkumuleret over de naeste fem ar gar glip af
22 milliarder euro i omseaetning. For de audiovisuelle skabere vil vaeksten iind-
hold skabt af generativ kunstig intelligens ikke kun betyde, at de gér glip
af fremtidig vaekst, men at de vil opleve et direkte fald i deres indtaegter. For
musikskaberne vil deres indtaegter ifelge analysen veere mere eller mindre
stabile i perioden, men de gar glip af egede indtaegter for naesten 10 mia. euro
som folge af indhold skabt af generativ kunstig intelligens.

CISAC-rapporten papeger endvidere, at rettighedshaverne rammes dobbelt;
bade gennem uautoriseret brug af deres vaerker som treeningsdata og gennem
fortreengning af deres indtjeningsmuligheder, n&r indhold genereret af kunstig
intelligens erstatter menneskeskabt indhold. Dette kan have vidtreekkende
konsekvenser for den kreative sektor, da det kan underminere incitamentet til
at skabe originalt indhold og true den kulturelle diversitet.

Disse prognoser inden for musikbranchen kan ses som en generel indikation p&
de potentielle effekter pa tveers af den kreative og kulturelle sektor.

OECD har i deres seneste rapport Employment Outlook’ fra juli 2023%” en generel
forventning om, at kunstig intelligens i hele samfundet vil erstatte menneskelig
arbejdskraft, ege produktiviteten og skabe nye jobs, saerligt inden for omrader,
der kreever feerdigheder, som komplementerer den nye teknologi. OECD peger
desuden p4, at de seneste &rs fremskridt inden for generativ kunstig intelligens
gor seerligt de hejtkvalificerede erhverv mest udsatte for automatisering. Der
er ogsa bredt i samfundet risiko for beskaeftigelsesfald, om end det ifelge OECD
endnu er for tidligt at sige noget entydigt om effekten p& beskaeftigelsen.
Blandt de kvalificerede erhverv neevnes ogsa kulturelle fagfolk.

Ifolge en markedsanalyse fra The Business Research Company fra januar 20252
star det globale marked for skabende kunstig intelligens i de kulturelle sektorer
over for markant veekst. Fra et niveau p& 3,08 milliarder USD i 2024 forventes
markedet at n& 9,51 milliarder USD i 2028, med en arlig veekstrate pa 32,8 pct.
Analysen identificerer amerikanske tech-virksomheder som Google, Microsoft,
Meta og Apple som de dominerende akterer. Deres position styrkes yderligere
gennem strategiske opkeb og integration af kunstig intelligens-teknologi i
eksisterende kreative veerktejer og platforme. Dette accelererer koncentrationen

EKSPERTGRUPPE OM OPHAVSRET OG KUNSTIG INTELLIGENS

31


https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.oecd-ilibrary.org/docserver/08785bba-en.pdf?expires=1725270257&id=id&accname=guest&checksum=BC04D7B3DC2C4C25A2519EABD987BCD2 s. 96
https://www.thebusinessresearchcompany.com/report/generative-ai-in-creative-industries-global-market-report
https://www.thebusinessresearchcompany.com/report/generative-ai-in-creative-industries-global-market-report
https://www.thebusinessresearchcompany.com/report/generative-ai-in-creative-industries-global-market-report
https://www.thebusinessresearchcompany.com/report/generative-ai-in-creative-industries-global-market-report
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf
https://static1.squarespace.com/static/5ce331b47a39b9000198fffa/t/65b9314fd6198f70b0ec7402/1706635612414/Future+Unscripted+-+The+Impact+of+Generative+Artificial+Intelligence+on+Entertainment+Industry+Jobs+-+pages_compressed.pdf

af markedsmagt hos disse globale tech-virksomheder, som dermed fér stigende
kontrol over b&de produktions- og distributionsled i den kreative veaerdikeede.

En rapport baseret p& en undersegelse blandt 300 ledere fra CVL Economics fra
januar 2024% om kunstig intelligens pévirkning af underholdningsindustrien i
USA viser, at godt 200.000 jobs forventes at blive pavirket af kunstig intelligens
i USA frem mod 2026. Rapporten fremheever, at jobs som 3D-modellering, karakter-
design, stemmegenerering og underleegningsmusik i film- og tv-branchen er
mest sarbare over for kunstig intelligens. De jobs, der seerligt pavirkes, forventes
at veere lyd- og musikrelaterede job, som lydteknikere og musikkomponister, og
ispilindustrien er roller inden for 3D-modellering, konceptkunst og lydudvikling
de mest udsatte.

De ekonomiske prognoser gengivet ovenfor tegner samlet set et billede af en
kulturel sektor, der stér over for gennemgribende forandringer drevet af kunstig
intelligens. Seerligt bemeaerkelsesveerdigt er det ensartede moenster pa tvaers af
de refererede analyser: Betydelige markedsveaekstrater for indhold genereret af
kunstig intelligens, markante fald i traditionelle indteegtsstramme for rettigheds-
havere og omfattende jobmaessige forskydninger - seerligt inden for kreative
kernefunktioner. Samtidig viser prognoserne, at tech-virksomhedernes position
styrkes gennem deres kontrol over b&de kunstig intelligens-teknologien og de
dominerende distributionsplatforme.

Prognoserne rejser fundamentale spergsmal om, hvordan kultursektorens kreative
o0g ekonomiske beeredygtighed kan sikres fremover.
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0 Impossible’ to create Al tools Tike
ChatGPT without copyrighted
material, OpenAl says | OpenAl |
The Guardian

KL USCopyright Officesnoticeof-
inquiry Artificiallntelligence and
Copyright, 88 Fed.Reg. 59942
(Aug. 30, 2023)

52 Report-on-Al-model-providers-tra-
ining-data-transparency-and-en-
forcement-of-copyrights.pdf,
side 7

KAPITEL 3. KORTLAGNING AF
UDFORDRINGER IFT. OPHAVSRET
OG KUNSTIG INTELLIGENS

3.1. BRUG AF VERKER OG FREMBRINGELSER TIL TRAENING AF
KUNSTIG INTELLIGENS (INPUT)

3.1.1 Veerker og frembringelser som veaerdifuldt treeningsdata

Som neevnt i kapitel 2 kraever udviklingen af kunstig intelligens betydelige
datameengder. Det geelder ikke mindst udviklingen af generativ kunstig intelligens.
Blandt disse datamaengder i de store kommercielle kunstig intelligenssystemer
vil der indga ophavsretligt beskyttet materiale, idet Tangt sterstedelen af alle
billeder, videoer, tekster og lydfiler mv. er beskyttet af ophavsret, og fordi sé&dant
materiale er af stor veerdi i udviklingen af kunstig intelligens. OpenAl har
eksempelvis udtalt, at det vil veere "umuligt” at skabe kunstig intelligenssystemer
s8som ChatGPT uden at bruge ophavsretligt beskyttet materiale.®

Enafde mest omtalte udfordringer inden for ophavsretten har derfor veeret - og
erfortsat -atstore, kommercielt udbudte kunstig intelligenssystemerertreenet pa
ophavsretligt beskyttet materiale, og at ophaverne i situationer, hvor det ellers
har veeret pakraevet, ikke er blevet spurgt, ikke har givet tilladelse til, og ikke er
blevet kompenseret for det.

Der ses at veere bred enighed om, at der sker ophavsretligt relevante handlinger,
ndr kunstig intelligens treenes p& ophavsretligt beskyttet indhold. Dette under-
stottes bl.a. af felgende udtalelse fra Google:

“If training could be accomplished without the creation of copies, there would
be no copyright question here.” >’

Meldingen blandt udbydere af kunstig intelligenssystemer er, at de holder
sig inden for rammerne af geeldende ret og derfor anvender materialet lovligt.
Her henvises seerligt til den amerikanske *fair use’-doktrin, jf. neermere nedenfor
i afsnit 3.1.3.

Anvendelsen betragtes som lovlig inden for EU-retten, hvis der har veeret lovlig
adgang til dataene. Det indebeerer, at der enten er givet tilladelse fra rettigheds-
haveren, at ophavsretten er udlebet, at materialet er gjort tilgeengeligt til
formalet af rettighedshaveren som felge af en "open access-politik”, eller at
brugen er omfattet af en ophavsretlig undtagelse.

Tech-virksomheder, som udbyder kunstig intelligenssystemer, laegger veegt p4,
at de bruger “offentligt tilgaengeligt materiale” indsamlet fra ’det dbne internet”,
nar de skal beskrive deres traeningsdata. Det geelder bl.a. Meta, Google, Microsoft
m.f1.32 OpenAl oplyser s8ledes, at deres kunstig intelligenssystemer ikke kan tilg8
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5 The New York Times is taking
steps to stop Al companies
from using its content as
training data

54 perplexity Is A Bullshit Machine
https://www.wired.com/story/
perplexity-is-a-bullshit-ma-
chine/ og https.//www.theverge.
com/2024/6/27/24187405/
perplexity-ai-twitter-lie-plagia-
rism

% se 0gs8 denne oversigt over brug
af pirattjenester til at treene
kunstigintelligensmodeller:
https://rettighedsalliancen.dk/
wp-content/uploads/2025/03/
Report-on-pirated-content-used-
in-training-of-Al.pdf

36 | marts 2025 afdeekkede The
Atlantici en artikel den massive
og strukturerede ulovlige
treening. | artiklen afdaekkes,
hvordan ansatte hos Meta
direkte var blevet opfordret til at
traene pa indhold fra den
russiske piratkopieringstjeneste,
og at ordren var udstukket af
topledelsen

37 LibGen blev af domstolene 12019
erklaeret ulovlig i Danmark,
hvilket betyder, at danske
teleudbydere er forpligtet til at
blokere for hjemmesider, der
giver adgang til LibGen-tjenesten.

38 French publishers and authors
file Tawsuit against Meta in Al
case | Reuters

mere end det, som en almindelig bruger kan tilga, nér indhold ligger bag en
betalingsmur, og at deres systemer derfor ikke bryder tekniske barrierer. Der
findes dog mindst et eksempel p§, at kunstig intelligenssystemer har tilgdet
indhold bag betalingsmure.?®* Det er kendt, at Perplexity har omgéaet et forbe-
hold, der har skullet forhindre, at hjemmmesiders indhold blev brugt til traeningen
af kunstig intelligens; det sakaldte Robots.txt-forbehold.** Dette forbehold be-
skrives neermere i afsnit 3.1.3.

Der er ogsa eksempler p4, at indhold fra sé&kaldte pirattjenester, hvor indholdet
ligger ulovligt, har veeret brugt til treening af kunstig intelligenssystemer.
Books3-sagen er et blandt flere eksempler pa dette.>> Her var ulovlige kopier af
danske og udenlandske beger blevet benyttet til at traene kunstig intelligens,
jf. faktaboks 3 nedenfor.

FAKTABOKS 3 - Books3

Book3 udgjorde en samling p& ca. 200.000 ophavsretligt beskyttede e-bager, som
stammede fira en tysk fildelingstjeneste. Iblandt disse veerker var ogs8 danske veerker.
Som folge heraf gik RettighedsAlliancen p8 vegne af de danske rettighedshavere,
Dansk Forfatterforening, Danske Forlag og UBVA ind i sagen, og i 2023 valgte hosteren
af Books3 efter henvendelse fra RettighedsAlliancen at fjerne den ulovlige adgang til
Books3 fira deres hjemmeside.

Kilde: https://rettighedsalliancen.dk/rettighedsalliancen-faar-fijernet-det-ulovlige-datasaet-books3-der-bru-
ges-til-at-traene-kunstig-intelligens/ og https.//www.weekendavisen.dk/2023-40/boeger/ai-med-lange-fingre

Et andet eksempel er Metas omfattende brug af piratkopierede beger fra Library
Genesis (LibGen) til treening af Metas kunstigintelligenstjeneste Llama.*® LibGen
er en russisk piratkopieringstjeneste, som rummer mere end 7,5 millioner beger,
herunder danske.’” Meta er nu blevet sagsegt af de franske forleegger- og forfatter-
foreninger for den ulovlige brug af ophavsretligt beskyttet indhold.>®

En anden problemstilling relaterer sig til den lebende traening af kunstig
intelligenssystemerne, herunder nar brugere kopierer ophavsretligt beskyttet
materiale i instrukser eller uploader s&dant materiale til systemerne. Denne
udfordring vil blive behandilet i afsnit 3.3.

3.1.2 Retssager om treening af kunstig intelligens og mangel pd gennemsig-
tighed i traeningsdata

Treening af kunstig intelligens p& baggrund af ophavsretligt beskyttede vaerker
har givet anledning til debat og en reekke retssager rundt om i verden, navnlig i
USA, primaert som felge af uenighed om fortolkning af de eksisterende regler.
Ekspertgruppen bekendt verserede der ultimo juni 2025 alene i USA og Europa
68 retssager om ophavsret og kunstig intelligens.

Flere af disse er anlagt mod tech-virksomhederne Microsoft, OpenAl, Amazon
0g Google, som anklages for at have anvendt ulovlige kopier af beger og forsknings-
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e https.//www.nytimes.
com/2023/12/27/business/
media/new-york-times-open-ai-
microsoft-lawsuithtmi

40 https.//www.nytimes.
com/2024/04/30/business/
media/newspapers-sued-micro-
soft-openaihtml

41 Getty Images Statement
- Getty Images og
https.//www.theverge.
com/2023/2/6/23587393/
ai-art-copyright-lawsuit-get-
ty-images-stable-diffusion

42 https.//www.gema.de/en/news/
ai-and-music/ai-lawsuit?utm_
source=absprung-intern&utm_
medium=home-en&utm_cam-
paign=ki-klage-suno og https://
www.reuters.com/technology/
artificial-intelligence/music-la-
bels-sue-ai-companies-su-
no-udio-us-copyright-infringe-
ment-2024-06-24/

43 Disney laegger sag an mod
Al-firma for kraenkelse af
ophavsret-TV 2

44 https://rettighedsalliancen.dk/
wp-content/uploads/2024/09/
Report-on-Al-model-provi-
ders-training-data-transparen-
cy-and-enforcement-of-copy-
rights.pdf

45 Report-on-Al-model-provi-
ders-training-data-transparen-
cy-and-enforcement-of-copy-
rights.pdf

artikler i forbindelse med traening af deres kunstig intelligenssystemer. Eksempel-
vis har New York Times i december 2023 Tagt sag an mod Microsoft og OpenAl
med pastand om brud pa ophavsretten som felge af traening af deres GPT-mo-
deller p8 bl.a. millionvis af artikler fra The New York Times.*® Andre nyhedsmedier
har anlagt tilsvarende segsm&l1.° 0gsa p& billedomradet er der anlagt sager om
ophavsretskreenkelse som felge af kunstig intelligenstraening. Bl.a. har Getty
Images lagt sag an i England i januar 2023 og i USA i marts 2023 mod virksom-
heden Stability Al, som stér bag det kunstig intelligensbaserede billedgenererings-
system Stable Diffusion.’” Endvidere har den tyske musikforvaltningsorganisation
GEMA i januar 2025 Tagt sagt an mod Suno Al for brud pa ophavsrettigheder, Ti-
gesom musikselskaber i USA har anlagt sag mod tjenesterne Suno og Udio for
ulovlig brug af musik til treening af tjenesterne.”? Senest har filmselskaberne
Disney og Universal i juni 2025 indgivet en staevning mod billedgeneratoren
Midjourney, hvor Midjourney anklages for at kraenke ophavsretten til figurer
som Darth Vader fra Star Wars, Elsa fra Frost og Minions fra Grusomme mig.
Filmselskaberne har som bevismateriale i sagen bl.a. fremlagt billeder af figurer
skabt ved hjeelp af kunstig intelligens, som til forveksling Tigner de ophavsret-
Tigt beskyttede figurer Yoda fra Star Wars og Bart Simpson fra The Simpsons.*®

| nogle tilfeelde kan det forekomme indlysende, at et bestemt vaerk ma veere
blevet brugt til at treene en kunstig intelligensmodel, fordi det kunstigt genererede
indhold veekker stor genkendelighed eller indehaolder elementer, som er direkte
identiske med vaerket. Selv i disse situationer kan det dog veere vanskeligt at
etablere, om den kunstig intelligensmodel faktisk er treenet pa selve veerket,
da der sjeeldent er stor transparens omkring datasaet.* Dette fremhaeves i en
rapportudarbejdet af RettighedsATliancen fra september 2024, som konkluderer,
at udbyderne afholder sig fra at tilvejebringe den nedvendige grad af gennem-
sigtighed, som goer det muligt for de enkelte rettighedshavere at gennemskue,
om deres veerker er blevet brugt i et traeningssaet.*

Den manglende gennemsigtighed ger det sveerere for rettighedshavere at kraeve
betaling for brugenide situationer, hvor betaling er p8kraevet. Samtidig kan det
veere vanskeligt for rettighedshaverne at vaerdiansaette den pégeeldende brug,
nér det ikke star Klart, i hvilket omfang veerkerne er blevet brugt. Et tredje
aspekt er, at s&fremt det kommer der til, er det ofte ganske omkostningstungt
og tidskraevende at fore retssager, jf. naermere afsnit 3.4.

Udfordringen ved manglende gennemsigtighed er adresseret i forordningen
om kunstig intelligens, jf. hertil kapitel 1. Form&let med reguleringen i forord-
ningen er, at rettighedshavere skal have sterre indsigt i treeningsdata. Forord-
ningen sigter mod at skabe en mere gennemsigtig og ansvarlig anvendelse af
kunstig intelligenssystemer, hvilket inkluderer Klare krav til dokumentation og
offentliggerelse af oplysninger om treeningsdata.

Der bliver fra rettighedshavernes side peget p3, at gennemsigtighed forudseetter,
at man far informationer om, hvilke dataseet, der er anvendt til treeningen, at
der gives adgang for rettighedshaverne til at sege i disse dataseet, samt at der
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49 Det var tilfeeldet i forbindelse
med den tyske sag LAION v
Knescke, hvor Retten i Hamborg
afgjorde, at LAION, der lavede
datasaet bestdende af Tinks til
billeder, gjorde dette til brug for
forskning, hvorfor treeningen var
omfattet af den tyske pendant
til ophavsretsiovens § 11 c. Efter-
felgende har udviklerne af Stable
Diffusion anvendt datasaettet til
treening af deres kommercielle
model. LAION v Knescke gen-
nemgas narmere nedenfor.

Se https//huggingface.co/
stable-diffusion-v1-5/stable-dif-
fusion-v1-5

>0 Den amerikanske myndighed U.S.
Copyright Office har dog | maj
2025 udgivet en rapport om
treening af kunstig intelligens og
ophavsret (del 3), som bl.a.
behandler spergsmalet om fair
use. Myndighedenvurderer her,
at brug af veerker til treening af
kunstig intelligens ikke katego-
risk kan betragtes som fair use.
Selvom det i visse tilfeelde
(afheengig af kontekst og grad)
kan kvalificeres som fair use,
vurderermyndigheden, at *[d]en
kommercielle brug af store
maengder ophavsretligt beskyt-
tede veerker til at producere
udtryksfuldt indhold, der
konkurrerer med dem pa
eksisterende markeder (...) gér ud
over de etablerede greenser for
fair use.” Vejledningen berorer i
ovrigt temaet om forskellige
Tlicenseringslesninger. Den fulde
rapport findes her. Copyright
and Artificial Intelligence, Part 3:
Generative Al Training
Pre-Publication Version

stilles de nedvendige tekniske redskaber til rédighed i den forbindelse.“® Flere
udbydere af kunstig intelligenssystemer peger p8, at der er behov for propor-
tionelle lesninger, og at transparenskravene f.eks.ikke ma péleegge dem at afslore
forretningshemmeligheder.

Det er med til at komplicere billedet, at nogle udviklere af kunstig intelligens
ikke selv indsamler deres data men keber data fra tredjepartsleverandorer. Disse
mellemled indsamler, strukturerer og seelger store datasaet, som tech-virksom-
heder kan bruge til traening af deres kunstig intelligensmodeller. Der findes flere
eksempler pé store datasaet, som udviklere enten kan kebe sig adgang til eller
tilga gratis, f.eks. Common Crawl?’ eller APIFY,*® der begge leverer dataseet pa
baggrund af dataskrab af internettet. S&danne dataskrab foregar derved uden
hensyntagen til og honorering af eventuelle ophavsrettigheder. Den nye data-
okonomi, hvor tredjeparter seelger data, afstedkommer nye udfordringer i forhold
til ansvarsplaceringen. Den stigende brug af tredjepartsleveranderer bidrager
sdledes til de uigennemsigtige strukturer, der gor det vanskeligt for rettigheds-
havere at kraeve betaling for brugen af deres vaerker og frembringelser. Dertil er
der ogsa eksempler pa, at datasaet, som er sammenstillet til forskningsformal
i medfer af undtagelsen i § 11 c, efterfelgende benyttes til at treene kunstig
intelligenssystemer til kommercielle form&l.%°

3.1.3 Undtagelserne om tekst- og datamining

De fleste store, kommercielle kunstig intelligenssystemer er udviklet i USA,
men de stilles til r&dighed for brugere rundtom i verden, herunder i Europa. | USA
er det store spergsmél, om brugen af vaerker til traening af kunstig intelligens
omfattes af den amerikanske 'fair use’-doktrin.>® Denne har karakter af en gene-
rel undtagelse (fribrugsregel), som giver brugere adgang til at anvende ophavsret-
ligt beskyttet materiale i forskellige sammenheaenge. Ved vurdering af, om en be-
stemt form for brug udger *fair use’, skal fire faktorer tages i betragtning. Se
faktaboks 4 nedenfor.

FAKTABOKS 4 - Fair use

Fair use er reguleret under den amerikanske ophavsretslov (Copyright Law of the United
States and Related Laws Contained in Title 17 of the United States Code), specifikt i
§ 107: ’Limitations on exclusive rights: Fair use’. Denne paragraf beskriver fire faktorer,
der skal overvejes, n&r man vurderer, om en bestemt brug af ophavsretligt beskyttet
materiale kan kvalificeres som *fair use’:

1. Formalet og karakteren af brugen, herunder om brugen har kommmerciel
karakter eller er til nonprofituddannelsesformal.

2. Karakteren af det ophavsretligt beskyttede veerk

3. Meengden og substansen af den del, der anvendes i forhold til det ophavsretligt
beskyttede veerk som helhed.

4. Effekten afbrugen pa det potentielle marked for eller veerdien af det ophavsretligt
beskyttede veerk.
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1 https://openai.com/index/
openai-and-journalism/

| tilfaeldet med New York Times’ segsmal udgav OpenAl som respons et blogindleeg
om sagen, hvor en raekke af beskyldningerne fra New York Times blev adresseret.
Samtidig henviste OpenAl til den ophavsretlige 'fair use’-doktrin og dertil herende
retspraksis, idet OpenAl bl.a. anferte, at brugen af offentligt tilgaengeligt materiale
fra internettet er ’fair use’, og at langvarig preecedens p& omradet understaotter
dette.”

Den europeaeiske lovgivning indeholder ikke regler om *fair use’ men rummer,
som beskrevet i kapitel 1, visse undtagelser om tekst- og datamining, navnlig i
DSM-direktivets artikel 4, som er implementeret i ophavsretslovens § 11 b.

Bestemmelseni § 11 b, stk. 2, gor det bl.a. muligt for udviklere af kunstig intel-
ligens at gere brug af ophavsretligt beskyttet materiale og skabe eksemplarer
af veerker og andre frembringelser, hvis det sker med henblik pa tekst- og data-
mining, uden at det kraever, at rettighedshavere har givet tilladelse hertil.
Bestemmelsen forudsaetter, at to betingelser er opfyldt. For det ferste skal der
veere lovlig adgang til veerkerne. For det andet skal rettighedshaveren ikke
udtrykkeligt have taget forbehold for, at deres veerker ikke ma anvendes til
tekst- og datamining. Se faktaboks 5 nedenfor.

FAKTABOKS 5 - Tekst- og datamining
Ophavsretslovens § 11 b har felgende ordlyd:

§ 11 b. Ved tekst- og datamining forstds enhver automatiseret, analytisk frem-
gangsmade, der har til formal at analysere tekst og data i digital form med henblik
pa at generere oplysninger, herunder menstre, tendenser og korrelationer.

Stk. 2. Den, som har lovlig adgang til et veerk, ma foretage udtraeek og fremstille
eksemplarer af veerket med henblik pa tekst- og datamining, pa betingelse af at
rettighedshaveren ikke udtrykkeligt har forbeholdt sig anvendelsen af veerket pa
passende vis, jf. dog § 11 c, stk. 1.

Stk. 3. Udtreek foretaget og eksemplarer fremstillet i henhold til stk. 2 kan opbevares,
s8 leenge det er nedvendigt med henblik pa tekst- og datamining.

Undtagelsens anvendelsesomrade erikke neermere afklaret i retspraksis. Hvor-
vidt treeningen af kunstig intelligens kan sidestilles med tekst- og datamining,
eromdiskuteret.| forordningen om kunstigintelligens henvises til DSM-direktivets
regler om tekst- og dataminingi relation til netop kunstig intelligensudbydernes
forpligtelser vedrerende gennemsigtighed. | en tysk sag fra september 2024
mellem LAION og Kneschke kom den tyske domstol i Hamborg frem til, at
sammenstillingen af Tinks til billeder i et dataseet var tekst- og datamining til
brug for videnskabelig forskning og derfor lovlig. Retten kom endvidere med en
raekke betragtningerift. artikel 4 1 DSM-direktivet, herunder det konkrete tilfaeldes
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52 Retten i Hamborgs dom af 27.
september 2024 i sagen Robert
Kneschke v. LAION eV, sag nr.
3100 227/23

%5 Sag Robert Kneschke v. LAION
eV, Case No. 310 0 227/23,
afgjort af byretten i Hamborg, og
sag ECLI:NL:RBAMS:2024:6563
afgjort af byretten i Amsterdam.

>4 Endeligt angar sagen spergsma-

let om, hvorvidt det er leverando-

ren af en chatbot-tjeneste, som
er ansvarlig for den eventuelle
eksemplarfremstilling, hvis
brugeren giver den en instrukti-
on, som er sammenfaldende
med teksten i en pressepublika-
tion. Mere herom i kapitel 3.3.

forenelighed med tre-trins-testen. Retten forholdt sig dog ikke direkte til tekst-
og datamining i relation til treening af kunstig intelligenssystemer.>?

Pa den ene side kan det anferes, at der er grundlaeggende tekniske forskelle
mellem tekst- og datamining og traening af kunstig intelligens, og at fortolk-
ningen af bestemmelsen ikke er i overensstemmelse med tre trins-testen, der
tilgodeser rettighedshavernes legitime interesser.

Pa den anden side er DSM-direktivets bestemmmelser om tekst- og datamining
generelt formuleret. Ordlyden i DSM-direktivet kan derfor af denne grund tolkes
til at omfatte treening af generative kunstig intelligensmodeller, da tekst- og
dataminingteknikker er essentielle for at analysere og udtraekke information
frastore maengder data, herunder til traening af kunstig intelligens. Hertil kommer,
at en af de overordnede malsaetninger med DSM-direktivet er at fremme inno-
vation og forskning i EU.

Forordningen om kunstig intelligens kan, som tidligere naevnt, ogsa bidrage til
fortolkningen af EU-lovgivers intention med DSM-direktivet artikel 4, idet deni
betragtning 105 angiver, at DSM-direktivets tekst- og datamining-regler bl.a. om-
fatter datahestning med henblik pd udvikling af kunstig intelligenslesninger,
ligesom forordningen ogsé naevner enten "modeltraening” og/eller "treening af
m odeller” i henholdsvis betragtning 104, 105 og 107. Uanset dette, har forord-
ningen imidlertid ikke betydning for traening, som er sket for dens ikrafttraeden.

Der findes i ojeblikket ikke offentliggjort europaeisk retspraksis om tekst- og
datamining udover to byretsafgerelser fra henholdsvis Tyskland og Holland.>®
Disse kan bidrage til afklaring pd omradet, omend de ikke kan har pragjudice-
rende virkning, seerligt med tanke p4§, at afgerelserne pa nogle punkter modsiger
hinanden.

En helt ny preejudiciel sag, som imidlertid kan f& stor betydning, er sagen
C-250/25 (Like Company), som blevindleveret af Ungarn den 3. april 2025. Sagen
angar en tvist mellem virksomheden Like Company, som udgiver og driver en
raekke nyhedsportaler, og Google. Den angér bl.a. spergsmalet om, hvorvidt der
er tale om en overfering til almenheden, nar svarene fra chatbot, der bygger p
& en stor sprogmodel, delvist er identisk med indholdet af en presseudgivers
internetside, og spergsmalet om, hvorvidt processen for traening af en chatbot
udgor en eksemplarfremstilling af det indhold, som sprogmodellen er traenet
pa. | bekreeftende fald er spergsmalet, om treeningen s& er omfattet af und-
tagelsen om tekst- og datamining i DSM-direktivets artikel 4.3

En Klarleegning af retstilstanden b&de i forhold til DSM-direktivet artikel 4 og
transparenskravet, er essentiel for, at rettighedshaverne kan handle pa udnyt-
telsen og beskytte deres vaerker, ligesom en afklaring er central i forhold til at
sikre retssikkerheden for brugere af ophavsret, herunder udviklere og udbydere
af kunstige intelligenssystemer, seerligt generativ kunstig intelligens.
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Se feks: Reservation of text and
data mining for use in artificial
intelligence (Al) (koda.dk) og
Beskyt dine veerker mod Al - VIS-
DA og Danske Forlag anbefaler, at
forlag tager forbehold for tekst-
og datamining (TDM), m.fl.

text and data mining opt-out in
Article 4(3) CDSMD: Adequate
veto right for rightholders or a
suffocating blanket for European
artificial intelligence innovati-
ons? | Journal of Intellectual
Property Law & Practice | Oxford
Academic (oup.com)

| LAION v Kneschke-sagen, udtrykte
den tyske domstol i Hamborg sin
opfattelse af, hvad reekkevidden
af reglerne om forbehold efter
DSM-direktivets artikel 4 er,
uagtet at den fandt, at LAION’s
handlingervar omfattet af artikel
3, som ikke indehalder en mulighed
for at tage forbehold. Retten
udtalte, at et forbehold altid skal
fortolkes i samtiden og med
respekt for stadierne af den
teknologiske udvikling. Samtidig
vurderede den, at forbehold p& en
hjemmeside, hvor der er skreveti
vilk8rene for brugen af materialet,
at dette ikke m& indsamles til
brug for traening af kunstig
intelligens, matte veere tilstraskke-
Tigt til at statuere et maskinlees-
bart forbehold. Her henvises til:
https://copyrightblog.Kluweriplaw.
com/2024/11/14/kneschke-vs-lai-
on-landmark-ruling-on-tdm-excep-
tions-for-ai-training-data-part-2/

Defining best practices for
opting out of ML training - Open
Future

For sa vidt angar muligheden for at tage forbehold for tekst- og datamining efter
ophavsretslovens § 11 b har mange kulturproducenter og distributerer af kultur-
produkter samt forvaltningsorganisationer allerede taget forbehold pé deres
egne hjemmesider og/eller opfordret deres medlemmer til at gere det.> Et om-
diskuteret sporgsmal er imidlertid, om det er tilstraekkeligt at tage forbehold
p& én hjemmeside, som f.eks. er tilkendegivet i tekstformat, eller om det vil
veere nedvendigt ogsa at tage forbehold p& andre mader og pé alle andre
hjemmesider, hvor eksemplarer af vaerket matte veere (lovligt eller ulovligt)
tilgeengeligt.>® De bagvedliggende betragtninger i DSM-direktivet, navnlig
betragtning 18, giver ikke et klart svar. Hvis det sidste er tilfeeldet, kan det med-
fore betydelige udfordringer for en stor andel rettighedshavere, fordi de ofte
ikke selv har kontrol eller overblik over de hjemmesider, hvorpa deres veerker er
tilgeengeliggjort. Omvendt kan ferstnaevnte model vaere en udfordring for udbydere,
hvis det ikke er angivet, om et bestemt veerk ma bruges til tekst- og datamining,
hvis det tilgas fra en hjemmeside, som ikke skilter med forbeholdet.””

Et andet slags forbehold, der er blevet almindelig kendt blandt websider, der
hoster beskyttet materiale, er det s@kaldte Robots.txt-forbehold, der kan ind-
saettes p& hjemmesider, som seetter et skilt op for web crawlers, der indsamler
data til feks. dataseet som Common Crawl. Denne slags forbehold er derfor en
mere traditionel slags maskinlaesbar lesning. Dog har der, som tidligere neevnt,
veeret tilfeelde, hvor disse ogsa er blevet omgéaet af kunstig intelligensudvikleres
web crawlers. Dette gor det reelt umuligt at vide, om rettighedshaverforbehold
egentlig bliver respekteret, n&r der indsamles data til brug for udvikling af kun-
stig intelligens.

Hvordan bestemmelsen om forbehold for tekst- og datamining skal fortolkes,
har dog endnu ikke veeret forelagt EU-Domstolen. Der er imidlertid enighed om,
at det vil veere til fordel for bade rettighedshavere og kunstig intelligens-
udbydere, hvis der kommer nogle feelles, klare retningslinjer for et effektivt og
ha&ndterbart forbehold.”® Afklaring p& omradet er centralt for, at kunstig intelligens-
systemer kan indrettes til at overholde et rettighedshaverforbehold. Det vil
samtidig gere det nemmere at identificere, om der sker uretmaessig treening
pa veerker, som er omfattet af et forbehold.

En anden problematik i forhold til forbehold er, hvordan man skal héndtere den
brug af veerkeritreening af kunstig intelligens, som er gaet forud for indferelsen
af reglerne om tekst- og datamining. Spergsmaélet er her, om denne brug har
resulteret i kreenkelser, og hvordan man i s& fald retter op pa den skade, som
allerede er sket. Det er uvist, om man som rettighedshaver f.eks. kan kreeve, at
eldre treeningsmodeller slettes, eller om man kan kreeve bagudrettet kompen-
sation for treening af vaerker, som man senere har frabedt sig efter reglerne om
tekst- og datamining. Ligeledes at det uvist, hvad der geelder, hvis virksomhe-
der ensker at udvikle deres eget kunstig intelligenssystem tilintern brug i virk-
somheden péa grundlag af en eksisterende grundmodel, som muligvis er treenet
pa veerker uden den fornedne tilladelse eller respekt af rettighedshaverforbe-
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https://openfuture.eu/publication/defining-best-practices-for-opting-out-of-ml-training/
https://openfuture.eu/publication/defining-best-practices-for-opting-out-of-ml-training/
https://openfuture.eu/publication/defining-best-practices-for-opting-out-of-ml-training/

> Danish Media Threatens to Sue
OpenAl | WIRED og Danske
mediers forhandling med OpenAl
ersandet til - nu vil organisation
have ministers hjeelp samt
Publicismen er presset - feelles
forsvar for friheden | Egmont |
Egmont

60 https://commission.europa.eu/
topics/eu-competitiveness/
draghi-report_ens. 10

61 https://commission.europa.eu/
document/download/97e481fd-
2dc3-412d-be4c-
f152a8232961_en?filename=-
The%20future%200f%20
European%20competitive-
ness%20_%20A%20competiti-
veness%20strategy%20for%20
Europe.pdf Ibid,, s. 26

62 https.//www.digmin.dk/
Media/638465352300512004/
Digitaliseringsr%c3%a5dets%20
operative%20anbefalinger%20
om%20kunstig%20intelligens.
pdf

hold, og hvilket ansvar det i s& fald paferer virksomheden i forbindelse med den
lovlige videre traening. Disse spergsmal vil sdledes veere yderst relevante at fa
EU-Domstolens betragtninger pa.

En mulighed for at sikre mod uretmaessig treening og overtraedelser af forbe-
hold for tekst- og datamining er at indga aftaler om, at bestemte veerker ma
bruges til treening af kunstig intelligens mod betaling af et vederlag. Bl.a. har
medievirksomhederne Financial Times, The Atlantic, Heast, Axel Springer, Le
Monde, The Guardian og Schibsted Media m.fl. indg&et aftaleriform af sékaldte
strategiske partnerskaber med OpenAl. En Ticensaftale kraever imidlertid, at
begge parter er villige til at indga en s&dan. De sterre tech-virksomheder har
indtil videre alene vist interesse i at indgé individuelle aftaler med store og
okonomisk steerke rettighedshavere, navnlig mediehuse. Dialogen mellem
Danske Pressepublikationers Kollektive Forvaltningsorganisation (DPCMO) og
hhv. Open Al og Google Gemini viser eksempler pa, at store tech-virksomheder
ikke pd nuveaerende tidspunkt ensker at indga kollektive licensaftaler med for-
valtningsorganisationer som DPCMO om brug af f.eks. dansk medieindhold som
traeningsdata.>®

3.1.4. Innovation, konkurrenceevne, geopolitik og kulturel egenart kraever kunstig
intelligenssystemer traenet pg dansk og europaeisk indhold

| efteraret 2024 fremlagde den tidligere italienske premierminister og formand
for ECB, Mario Draghi, en rapport om Europas konkurrenceevne.®® En af de udfor-
dringer, som Draghi ser, er, at Europas positioninden for de avancerede teknologier,
derskaldrive fremtidens veekst, er i tilbagegang. Det geelder bl.a. inden for kunstig
intelligens.

| dag er det f.eks. kun fire ud af verdens 50 storste teknologivirksomheder, der
er europaeiske. | forlaengelse heraf er EU’s globale position i teknologi gradvist
blevet forringet fra i 2013 at st& for 22 pct. af den samlede globale andel af
teknologiskeindteegtertil 18 pct.12023.1 samme periode er USA’s andel steget
fra 30 pct. til 38 pct.

Draghi pdpeger iden forbindelse, at en af udfordringerne for europaeisk innovation
inden for kunstig intelligens er, at begraensningerne i datalagring og -behandling
medferer heje overholdelsesomkostninger og hindrer opbygningen af store dataseet
til treening af kunstig intelligensmodeller. Ifolge Draghi stiller det virksomheder i
EU darligere end hhv. USA, hvor den private sektor bygger store dataseet, og Kina,
som kan drage fordel af sine centrale institutioner til dataaggregering.®’

| dansk regi udgav Digitaliseringsradet best8ende af repraesentanter fra erhvervs-
Tivet og fagbevaegelsen i februar 2024 en raekke anbefalinger,?? som bl.a. omfatter,
at der skal skabes bedre muligheder for, at virksomheder, myndigheder og forskere
kan 8 adgang til relevante og efterspurgte data, idet en hver form for data skal
“anskues som en kollektiv ressource, der skal anvendes til at fremme samfundets
interesser”.
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= https.//www.digmin.dk/digitali-
sering/nyheder/nyhedsar-
kiv/2024/dec/ny-strategisk-ind-
sats-skal-bane-vej-for-kunstig-
intelligens-i-danmark

Dette skaber et dilemma: Pa den ene side er det v at skabe rammerne for, at
europaiske og danske virksomheder kan konkurrere med f.eks. internationale
tech-virksomheder for at sikre den europeaeiske konkurrenceevne, og for at sikre,
at danske og europaeiske veerdier, sprog og kulturer er tilstraekkeligt repraesen-
teret i de nye teknologier. P& den anden side forudsaetter sddanne udviklings-
projekter adgang til store maengder af kvalitetsmateriale, herunder i et vist
omfang ophavsretligt beskyttet materiale fra f.eks. medier, arkiver og andre
kulturinstitutioner til traening af disse modeller. Dette er materiale, der i dag er
begreenset adgang til, og som kan veere dyrt at erhverve rettighederne til. Det
kan endvidere veere vanskeligt at indhente tilladelse fra de enkelte rettigheds-
havere, og der er risiko for, at en s&dan tilladelse derfor ikke vil blive indhentet.
I hvertfald hvis den virksomhed, som ger brug af store maengder beskyttet indhold,
ikke ensker at indgd en kollektiv licensaftale med en eller flere forvaltnings-
organisation(er), som kan Klarere de nedvendige rettigheder pa vegne af et
stort antal rettighedshavere.

Dilemmaet understreger behovet for at have regulatoriske rammer, der giver en
fornuftig balance mellem beskyttelsen af ophavsretten og mulighederne for at
h&ndheeve denne pa den ene side og incitamenter til digital innovation pé& den
anden. Kun med den rette balance kan man understotte et velfungerende marked
for rettigheder i en digital verden og et mangfoldigt udbud af kreativt indhold.

| Danmark har Digitaliseringsministeriet udgivet en strategisk indsats for kunstig
intelligens, der bl.a. omfatter fritstillelse af danske tekstdata (mod betaling) til
brug for traening af dansk kunstig intelligens. Hvordan det vil udfolde sig i prak-
sis, og om det vil lese nogle af de ophavsretlige dilemmaer, méa vise sig.®

3.2. VERKER 0G FREMBRINGELSER SKABT VED HJALP AF KUNSTIG
INTELLIGENS (OUTPUT)

3.2.1. Output fra kunstig intelligens

En seerskilt udfordring relaterer sig til de outputs, som kunstig intelligens-
systemerne frembringer. Indhold skabt med kunstig intelligens vil som regel
fremstd som noget nyt og unikt, og der er mange muligheder for at arbejde
kreativt med et kunstig intelligenssystem som et veaerktej. Spergsmalet er, om
man som bruger kan fa ophavsret til det output, man ved hjeelp af veerktojet
skaber, og hvad det i sa fald kreever. Samtidig er det et faktum, at kunstig intel-
ligenssystemer er i stand til, p& brugerens kommando, at skabe outputs, som
udgoer efterligninger af velkendte veerker eller beskyttede dele heraf. Det kan
bade veere i form af tekst og billeder, video og lyd mv. Endvidere er kunstig
intelligenssystemer istand til at reproducere f.eks. udevende kunstneres stemmer
0g udtryk, ligesom det kan kopiere kendte stilarter og navngivne kunsternes
saeregne, stilistiske udtryk. Spergsmaélet er her, om der i ophavsretlig forstand
ertale om en eksemplarfremstilling, og hvornér der i sé fald sker en ulovlig kopiering.
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66 Al COPYRIGHT REGISTRATION
appeal.pdf

o4 https:// www.cpr.
org/2024/09/26/colora-
do-springs-artist-appeals-copy-
right-rejection-ai-art/

68 Forfatteren havde | forste
omgang ikke oplyst, at illustra-
tionerne var skabt med kunstig
intelligens, hvorfor ansegningen
blev godkendt. Uanset den
senere indsendte dokumentation
for, hvordan forfatteren havde
bearbejdet Midjourneys output
med instrukser mv, fik forfatteren
afslag pa ophavsret til illustra-
tionerne og dermed veerket som
helhed.

692023.02.21 Zarya of the Dawn
Letter (copyright.gov)

3.2.2. Ophavsret til indhold genereret med kunstig intelligens

Som fremhaevet i kapitel 2 benytter mange kulturproducenter i dag kunstig in-
telligens som kreativ partner i skabelsesprocessen. En undersegelse fra den
britiske fagforening for forfattere, The Society of Authors, har f.eks. vist, at hver
femte forfatter i Storbritannien har anvendt kunstig intelligens i deres arbejde.®

Samtidig eksisterer der en raekke eksempler pa kulturproducenter, som har vundet
priser pa veerker skabt med kunstig intelligens. Bl.a. vandt Jason M. Allen ferste-
prisen i 2022 Colorado State Fair kunstkonkurrence for sit veerk 'Théatre d’Opéra
Spatial’ i kategorien Digital Art’, som han havde Tavet ved brug af generativ kunstig
intelligens.5> Efterfelgende forsegte Jason M. Allen at fa registreret ophavsret
til veerket. Dette er en mulighed i USA, om end det ikke er en forudsaetning for
veaerkets beskyttelse. Ansegningen blev afvist af den amerikanske registrerings-
myndighed, U.S. Copyright Office, med henvisning til, at veerket indeholdt "mere
end en minimal maengde kunstigt genereret materiale”. Selvom Jason M. Allen
oplyste, at han havde bidraget vaesentligt til billedet, bl.a. ved at justere Mid-
journeys output mindst 624 gange gennem instrukser, samt beskrev og frem-
lagde dokumentation for skabelses- og bearbejdelsesprocessen, eendrede dette
ikke US. Copyright Office’s vurdering. Det skyldtes, at myndigheden ikke ansé
Jason M. Allen for at have den fornedne kontrol over outputtet, hvilket var
begrundet med, at hvert output afhaenger af, hvordan Midjourneys system
behandler instrukser, og at Midjourney ikke fortolker instrukser som specifikke
instruktioner til at skabe et konkret udtryk 1 sit resultat.®® Billedet kan ses i figur
2 nedenfor. Det bemeaerkes, at Jason M. Allen efterfelgende har staevnet US
Copyright Office p& baggrund af denne afgerelse.®’

Figur 2: Billede af'Théatre d’Opéra Spatial for og efter den menneskelige redigering.

Midjourney Menneskelige tilpasninger

Et af flere lignende eksempler er sagen om Zarya of the Dawn, hvor U.S. Copy-
right Office ligeledes (efter en revurdering)®® gav afslag pé registrering af op-
havsret til illustrationerne i en tegneserie, da forfatteren havde anvendt
Midjourney til at skabe de pagaeldende illustrationer. Forfatteren fik derfor kun
registreret ophavsret til teksten i tegneserien og sammenstillingen af tekst og
illustrationer.5®
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content/pkg/FR-2023-03-16/
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71 Copyright and Artificial Intelli-
gence, Part 2 Copyrightability
Report

72| Kina findes eksempler pé en
mindre streng tilgang. | sagen
Li v. Liu fra november 2023
naede Beijing Internet Court
frem til, at et kunstigt gereret
billede, som portreetterede en
ung japansk kvinde, var ophavs-
retligt beskyttet. Retten lagde
veegt pd, at billedskaberen
havde lagt en intellektuel
investering i veerket i form af
udferlige og detaljerede instruk-
ser om billedbeskrivelse, valg af
belysning, komposition, udform-
ning mv., som alle var neje
dokumenteret i sagen:
BeijinglnternetCourtCivilJudg-
ment112792023.pdf

73 Se hertil kapitel 1

74 Se f.eks. C-683/17 (Cofemel), pr. 22

75 praag-en.pdf

Sagerne erinteressante af seerligt to grunde. For det forste viser de potentialer-
ne i kunstig intelligens, herunder hvordan kunstig intelligens kan understotte
kreative processer og hjelpe med skabelsen af nye motiver. For det andet illu-
strerer de, at det ikke nedvendigvis kan leegges til grund, at kunstneriske pro-
dukter skabt ved hjeelp af kunstigintelligens kan vaere ophavsretligt beskyttede.

Afgerelserne i de to sager er truffet i overensstemmelse med den registrerings-
vejledning, som U.S. Copyright Office udstedte i marts 2023.7° Vejledningen
fokuserer p& ophaverbegrebet ("human authorship”) og angiver, at det er alt-
afgerende for at opnd ophavsretlig beskyttelse, at det kunstneriske produkt
er menneskeskabt og/eller indeholder tilstreekkelig menneskelig kreativitet,
sé det som helhed udger et originalt vaerk. | januar 2025 publicerede U.S. Copy-
right Office Rapport om ophavsret og kunstig intelligens (del 2), som bidrager
med nye perspektiver og eksempler. Rapporten koncentrerer sig om ophavsret-
lig beskyttelse af outputs, og heri konkluderes det bl.a, at output, som i det
store hele er skabt af kunstig intelligens, ikke kan veere ophavsretligt beskyttet,
Tigesom instrukser i sig selv (som teknologien er i dag) ikke kan medfere op-
havsret til outputtet. Dog kan man efter en konkret vurdering fa ophavsret til sit
output, hvis kunstig intelligens er brugt som et veerktej. Det er eksempelvis til-
faeldet, hvis man fodrer systemet med sit eget vaerk, og dette vaerk kommer til
udtrykioutputtet, eller hvis man har foretaget kreative valg og eendringer af et
output, hvorved man har kunnet kontrollere, udveelge og placere individuzlle
elementer p& en kreativ made.”" Vurderingen af, om et kunstigt genereret out-
put kan registreres som et ophavsretligt beskyttet veerk hos U.S. Copyright Office
er sdledes stadig relativ streng.”?

| EU er det Tigeledes et grundprincip, at et kunstnerisk produkt skal veere men-
neskeskabt for at kunne beskyttes som et vaerk.”? Ved vurderingen af ophavs-
retlig beskyttelse er det afgerende, om veerket opfylder det EU-harmoniserede
originalitetskrav. Dette er defineret som ’resultatet af ophaverens egen intel-
lektuelle frembringelse’.”*

Netop originalitetsvurderingen blev udslagsgivende for den forste europeeiske
sag om kunstig intelligens, som blev afsagt af byretten i Prag i april 2023. Sagen
omhandlede en virksomheds brug af et kunstigt genereret billede, som viser
heaenderne pa to parter, der underskriver en konkrakt. Retten fandt, at billedet,
som var et resultat af en simpelinstruks, ikke var ophavsretligt beskyttet, hvorfor
brugen ikke udgjorde en ophavsretskreenkelse.”

3.2.3. Brugerens kontrol over output

Generelt vil spergsmaélet om, hvor stor menneskelig indblanding der skal til, for
f.eks. et billede kan siges at veere tilstraekkeligt menneskeskabt og originalt,
skulle afgeres ved domstolene i det konkrete tilfeelde.

Et principielt spergsmal, som ikke er behandlet i EU-regi, er imidlertid, om ufor-
udsigeligheden ved resultatet af en instruks automatisk kan medfere, at der
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76 Sag C-833/18 (Brompton Bicycle),

pr. 26

7 Domstolens dom (Tredje Afde-
ling) 1. december 2011 (europa.
eu) (preemis 90-91)

78 Trends and developments in
artificial intelligence - Publications
Office of the EU (se rapportens
s.106)

ikke kan opnas ophavsret til veerker frembragt med kunstig intelligens. En
veesentlig pointe i den forbindelse er, at selvom programmeren af et kunstig
intelligenssystem kan saette parametre op, vil det kunstigt genererede output
blive skabt via programmets neurale netveerk. Dermed vil der altid veere under-
liggende processor, som brugeren ikke har adgang til at pavirke. Dette omtales
0gsa som “the black box problem”. Det endelige output kan derfor i et vist om-
fang veere sveert eller endda umuligt for et menneske at forudse og kontrollere.

Heroverfor ma det anferes, at brugerens kreative og frie valg ikke som sadan
begreenses, nér brugeren anvender et kunstigt intelligenssystem. EU-Domstolen
hari sag C-833/18 (Brompton Bicycle) udtalt, at n&r en genstand er bestemt af
tekniske hensyn eller begraensninger, der ikke har givet plads til kreativ frihed,
har genstanden ikke den nedvendige originalitet til at kunne blive betragtet
som et veerk. Det er dog muligt at f@ en ophavsretlig beskyttelse, “hvis det ikke
har forhindret [ophaveren] 1 at 1ade sin personlighed afspejle i denne genstand
ved at give udtryk for frie og kreative valg.”’¢ Det ma derfor laegges til grund, at
det er muligt at Teve op til originalitetskravet, selvom udseendet pa et kreativt
produkt er betinget af tekniske hensyn.

Hvis dette kan overferes til outputs skabt ved hjeelp af kunstig intelligens, vil
“the black box problem” naeppe veaere et fundamentalt problem, fordi det ikke
vil veere en forudsaetning for beskyttelse, at brugeren har den fulde kontrol over
og forstaelse for de tekniske processer i det kunstig intelligenssystem. Spergs-
malet har dog ikke veeret forelagt EU-Domstolen.

EU-Domstolen har heller ikke haft Tejlighed til at forholde sig til, om vurderingen
af originalitet skal veere den samme, hvis et vaerk eller en frembringelse er
skabt med kunstigintelligens, eller om der f.eks. ber geelde et andet og strengere
originalitetskrav, nér det kommer frembringelser skabt med kunstig intelligens
(differentieret originalitetskrav). Med udgangspunkt i den eksisterende retstil-
stand, kan sag C-145/10 (Painer) maske bidrage til afklaring. Her udtalte
EU-Domstolen, at ophaveren til et vaerk kan foretage frie og kreative valg pé
flere mader og pa forskellige tidspunkter i forbindelse med fremstillingen. Den
kreative proces kan nemlig opdeles i tre faser; udformning/forberedelse, ud-
forelse og feerdiggerelse.”” | EU-Kommissionens rapport *Trends and develop-
ments in artificial intelligence’ fra 2020 konkluderes det, at kunstig intelligens-
systemer spiller en dominerende rolle i udferelsesfasen, men at menneskelig
interaktion ofte stadig er vaesentlig. Desuden vil brugeren i mange tilfeelde
0gsa veere ansvarlig for redigeringsfasen, hvor der kan veere tilstraekkeligt med
kreative valgmuligheder. S&fremt disse kommer til udtryk i det endelige output,
vil outputtet kunne kvalificere sig som et ophavsretligt beskyttet vaerk. Hvis et
kunstig intelligenssystem derimod er programmeret til automatisk at skabe
indhold, uden at dette er udtaenkt eller redigeret af et menneske, der har fore-
taget kreative valg, vil outputtet ikke kunne veere et beskyttet vaerk.”®
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7% Sag C-145/10 (Painer), pr. 90-91

Omiindhold skabt med kunstigintelligens kan beskyttes ophavsretligt er séledes
ikke ligetil at besvare, og det rummer flere iboende dilemmmaer. P& den ene side
er fordelen ved at afvise ophavsret p& den type indhold, at det beskytter den
menneskelige kreativitet, herunder ved, at den kreative indsats i hejere grad
veerdseaettes og belennes. Samtidig undgas en potentiel overflod af ophavsrettig-
heder p& vaerker genereret med kunstig intelligens, der bl.a. kan komplicere
forvaltningen af rettigheder og gere det svaerere for etablerede kunstnere og
kulturproducenter at leve af deres kunst, fordi vederlagene fra forvaltnings-
organisationerne skal fordeles mellemflere. P& den anden side er ulempen ved den-
ne praksis, at kunstnere og kulturproducenter, der bruger - eller i hojere grad ensker
at bruge - kunstig intelligens som veerktej, kan have sveert ved at sikre beskyttelse
af det kreative arbejde, der opstdr gennem samarbejdet med teknologien.

3.2.4. Systematisk efterligning eller uafhaengig dobbeltskabelse

Et forhold er, om et kunstnerisk produkt fortjener at blive beskyttet af ophavs-
retten. Noget andet er, om et vaerk, der er beskyttet af ophavsretten, bliver
kraenket som felge af, at kunstig intelligens skaber indhold, som minder meget
om eller er teet pa identisk med noget, som andre (ofte kendte) kunstnere tid-
ligere har skabt.

Som beskrevet i kapitel 1 beskytter ophavsretten, jf. ophavsretsiovens § 2, stk. 2,
ikke alene mod identiske kopier, men ogsa indirekte, midlertidig og delvis
kopiering af veerker. P& den baggrund vil ogsa output fra kunstig intelligens
veere i stand til at udgere en kraenkelse af ophavsretten, hvis det originale vaerk
kan genkendes i det kunstigt genererede output.

EU-domstolen har tidligere behandlet spergsmalet om genkendelighed i sagen
C-476/17 (Pelham). Det centrale spergsmal i sagen var, om sampling af lydop-
tagelser kraever forudg8ende tilladelse fra rettighedshaveren. Domstolen vur-
derede, at selv sma dele af et lydspor, som bruges uden tilladelse, kan kraenke
rettighedshaverens ekonomiske enerettigheder, jf. Infosoc-direktivets artikel
2. Domstolen gjorde det dog Klart, at denne rettighed ikke geelder, hvis sam-
plingen er inkluderet i en form, som er a&endret og uigenkendelig for aret.”

Hvorvidt der er sket en efterligning i ophavsretlig forstand, afhaenger som tidligere
neevnt af, om personen bag den pastdede efterligning pa et tidspunkt har set
eller oplevet det originale veaerk og har ladet sig inspirere af dette.

Grundforudsaetningen kan forventeligt ogsa finde anvendelse pa output genereret
af kunstig intelligens, som enten minder om eller i hej grad ligner eksisterende
veaerker. Det er eksempelvis ikke utaenkeligt, at der med kunstig intelligens kan
skabes et output med genkendelige veerkselementer, uanset om den kunstig
intelligensmodel har veeret treenet p@ det oprindelige veerk. Dette vil kunne
ske, fordi modellen i stedet har veeret treenet pd andre veerker, som ophaveren
til det oprindelige vaerk har veeret inspireret af.
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Spergsmalet bliver s, hvordan en s&dan bevisbyrde skal loftes, nér der som belyst
i afsnit 3.1.2 er begraenset gennemsigtighed i, hvilke data, kunstig intelligens-
modeller er traenet pa. | Danmark vil det som udgangspunkt p&hvile ophaveren
til det oprindelige veerk (sagseger) at bevise, at skaberen af det nye veerk (sag-
sogte) har begdet en ophavsretskraenkelse ved at efterligne det oprindelige
veerk. Retten kan dog i seerlige tilfeelde beslutte, at bevisbyrden skal vendes om.

| Tyskland er udgangspunktet, at der gaelder omvendt bevisbyrde i de situationer.
hvor skaberen af det nyt veerk p&stér, at der er sket en uaftheengig dobbelt-
skabelse. Dermed skal skaberen af det nye veerk bevise, at dennes veerk er
skabt uafhangigt af og uden kendskab til det oprindelige veerk. Denne bevis-
byrderegel geelder dog ikke, hvis det oprindelige vaerk har megetlidt originalitet,
og det nye veerk udviser vaesentlige forskelle i forhold til det oprindelige veerk.®

Hvis dette ogsa skal geelde i Danmark i sager om kunstig intelligens, betyder
det, at det i udgangspunktet vil vaere udbyderen af det kunstig intelligenssystem,
som skal bevise, at systemet ikke er traenet pd netop det vaerk, som péstas
kreenket.

3.3. BRUG AF OUTPUT FRA KUNSTIG INTELLIGENS

3.3.1. Brugerens rolle

N&r en brugerindtaster en instruks, kan det kunstige intelligenssystem bruge
denneteksttilat generere et outputbaseret p@ de data,som systemet er treenet
p8. Samtidig kan brugerens interaktion (f.eks. en rettelse eller accept af det
genererede output) anvendes til at finjustere fremtidige svai, s& det kunstige
intelligenssystem bliver bedre til at imedekomme brugerens behov. Brugeren
spiller dermed en aktiv rolle i den lebende traening af kunstig intelligens ved at
levere data og feedback, som systemet kan benytte til at forbedre sine resurtater.
Dertil kommer brugerens rolle i videredistribueringen af selve outputtet. Begge
dele kan potentielt medvirke til - eller direkte udgere - kreenkelser af ophavs-
retten.

Dette giver anledning til spergsma&l om, hvem der baerer ansvaret, nér brugere
uploader og i instrukser indtaster ophavsretligt beskyttet materiale, herunder
hvorndr og i hvilket omfang det er eller ber veere brugeren ansvar hhv. udvikieren
eller udbyderes ansvar. Spergsmalet er ogs8, hvem der er ansvarlig for brugerens
tilgaengeliggerelse af output i de tilfaelde, hvor outputtet udger en ulovlig kopi
af et eksisterende veerk.

3.3.2. Hvem er ansvarlig for kreenkende output fra kunstig intelligens

Nar det er konstateret, at et output genereret af kunstig intelligens udger en
kraenkelse af et eksisterende vaerk, fordi hele eller originale dele af vaerket gér
igen i outputtet, bliver det naeste spergsmal, hvem der er ansvarlig for det
kreenkende output.
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8 Retten lagde i sagen veegt p4,
dels at udbyderen ikke havde
opfyldt sin Tovbestemte forplig-
telse til at underrette brugeren
om, at man ikke m8 kraenke
andres ophavsrettigheder, og
dels at udbyderen sogefiltre,
som skulle forhindre det kunstige
intelligenssystem i at generere
billeder af Ultraman, ikke var

tilstraekkeligt effektive. Afslutnings-

vist udtalte domstolen, at
udbydere af kunstig intelligens 1
lyset af den hastige teknologiske
udvikling ikke ber overbebyrdes,
men at de dog aktivt bor treeffe
"rimelige og ekonomisk over-
kommelige forholdsregler”.

Udgangspunktet er som bekendt, at den, der foretager en eksemplarfremstilling
eller en tilgaengeliggoerelse for almenheden af et veerk, er ansvarlig for at sikre,
at dette sker med ophaverens tilladelse eller pd anden Tovlig vis. Handler mani
strid med ophavsretten, baerer man ogsa ansvaret for den pageeldende ophavsrets-
kraenkelse.

Det felger EU-Domstolens praksis, at software- og hardwareudbydere, som ikke
har mulighed for at pa&virke brugerne, ikke er ansvarlige for de handlinger, som
brugere foretager ved hjeelp af soft- eller hardwaren, jf. C-426/21 (Ocilion).?
Spergsmalet er, om udbydere af kunstig intelligens kan sidestilles hermed, da
kunstig intelligenstjenester er i stand til mere end blot at Tevere software. Kunstig
intelligenstjenester kan nemlig - endda i vaesentlig grad - bestemme indholdet
i et output, uden at brugerne nedvendigvis har den store indflydelse pa, hvor-
dan resultatet kommer til at se ud,®? jf. ogsa afsnit 3.2.3.

Dette giver anledning til diskussion af, om ansvaret for ophavsretskraenkende
output boer p&laegges brugerne i visse tilfaelde og udbyderen i andre. Feks. kan
det overvejes, om brugeren skal stilles til ansvar, hvis denne i det vaesentligste
selv har veeret styrende for outputtet, f.eks. ved at uploade eller give instrukser
om gengivelse af bestemt ophavsretligt beskyttet materiale, som brugeren
vidste eller burde vide, var i strid med ophavsretten. Det kan samtidig overvejes,
om udbyderen af kunstigintelligens modsat ber stilles til ansvar for kreenkelsen,
séfremt brugeren kun har givet fa, simple instrukser, der ikke i sig selv fordrer en
ophavsretskreenkelse.

Spergsmaélet om, hvem der er ansvarlig, n&r kunstigt genereret output kraenker
ophavsretten til et vaerk, er blevet behandlet i februar 2024 i en kinesisk rets-
sag om science fiction franchise figuren Ultraman.®® Retten fandt, at udbyderen
af den kunstig intelligenstjeneste var ansvarlig for det kraenkende output, uanset
at billedet var genereret af en bruger via en instruks.?“ Afgerelsen blev truffet i
overensstemmelse med den kinesiske Tov om kunstig intelligens fra august
2023, som paleegger udbydere af kunstig intelligens at traeffe en raekke foran-
staltninger, bl.a. standsning af reproduktion og fjernelse af ulovligt indhold.?

Spergsmaéalet om ansvarsfordelingen er netop ogsé blevet forelagt EU-Domstolen
i den tidligere omtalte C-250/25, hvor domstolen bl.a. er blevet spurgt, om det
er leverandaeren af en chatbot-tjeneste, som er ansvarlig for den eventuelle
eksemplarfremstilling, hvis brugeren giver tjenesten en instruktion, som er
sammenfaldende med teksten i en ophavsretligt beskyttet pressepublikation.

3.3.3. Brugervilk8r og -betingelser

Spergsmalet om, hvorvidt det er brugerens ansvar at undlade at forsyne systemet
med ophavsretligt beskyttet materiale, eller om det er tech-virksomhedens ansvar
at indfere tekniske foranstaltninger, som sikrer, at dette ikke kan lade sig gore,
har veeret genstand for diskussion flere steder i verden. | USA gennemferte U.S.
Copyright Office i august 2023 en hering om behovet for at indferelse en ny Tov
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comment/COLC-2023-0006-
9003, s. 13f
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comment/COLC-2023-0006-
8906, s. 14

8 https://openai.com/policies/
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8 httpsv//papers.ssrn.com/sol3/
papers.cfm?abstract_
id=4391666s. 155-160

90 https://learnmicrosoft.com/
en-us/windows/ai/fine-tuning

om kunstig intelligens, der bl.a. fokuserer p& ansvarskaeden. Horingen indgik
som led i forarbejdet til udarbejdelsen U.S. Copyright Offices vejledninger om
kunstig intelligens og ophavsret. Google papegede i sit heringssvar, at sadfremt
en kunstig intelligenstjeneste bliver bedt af en bruger om at generere et out-
put, der kraenker ophavsretten, ber det juridiske ansvar pélaegges brugeren som
den part, hvis viljesbestemte handling direkte har for@rsaget kraenkelsen.® Lige-
ledes skrev OpenAl i sit heringssvar, at ved vurdering af pastande om ophavs-
retskraenkelser i forbindelse med output starter analysen ved brugeren. Uden
en instruks fra brugeren er der intet output, og outputtets karakter er
direkte p8virket af det, den bliver bedt om.?”

Feelles for svarene fra de store tech-virksomheder er, at de fraleegger sig ansvar
for eventuelle kraenkelser af ophavsretten, der matte opsta i forbindelse med
brugen af deres systemer. Dette afspejler sig ogsa i tech-virksomhedernes vilkar
og betingelser, hvor mange tech-virksomheder har indskrevet kKlausuler, der
fritager dem fra ansvar i tilfeelde af ophavsretlige kraenkelser. F.eks. fremgar
felgende af OpenAl's vilkér og betingelser (juni 2025):

“Your content. You may provide input to the Services (“Input”), and receive
output from the Services based on the Input (“Output”). Input and Output are
collectively “Content”. You are responsible for Content, including ensuring that
1t does not violate any applicable law or these Terms. You represent and warrant
that you have all rights, licenses, and permissions needed to provide Input to
our Services.” 88

Klausulen betyder, at brugeren er ansvarlig for potentielle ophavskraenkelser,
hvis brugeren uploader ophavsretligt beskyttet materiale uden tilladelse fra
rettighedshaveren, eller hvis brugeren spreder output, der kreenker ophavsretten.
Lignende klausuler findes i chatbots p& markedet, og de kendes ogsa fra f.eks.
sociale medieplatforme.

Selv om disse Klausuler i de fleste jurisdiktioner vil veere juridisk bindende, er
de underlagt nationale regler og retssystemernes vurdering af rimelighed af de
vilkér, som tech-virksomheden fastsaetter for sine brugere.®’ | den kinesiske sag
om Ultraman blev det f.eks. vurderet, at tech-virksomheden, som stod bag det
kunstig intelligenssystem, havde et ansvar ior den ulovlige eksemplarfremstilling
og tilgeengeliggerelse af Ultraman-figuren til trods for, at kraenkelsen fandt
sted som felge af en brugers instruks, jf. de kinesiske "Interim Measures”-regler,
som opstiller konkrete krav til kunstig intelligenstjenester

3.3.4. Lagring og videre traening af brugerinput

Kunstig intelligensmodeller er som bekendt treenet p8 store maengder data,
der i hej grad stammer fra internettet. Samtidig kan de indeholde data, som
brugerne giver i forbindelse med deres interaktioner med kunstig intelligens-
systemerne. Seerligt brugerdata kan benyttes til den lebende finjustering af
systemerne.’®
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2 EUROPA-PARLAMENTETS 0G
RADETS FORORDNING (EU)
2022/2065 af 19. oktober 2022
om et indre marked for digitale
tjenester og om eendring af
direktiv2000/31/EF (Forordning
om digitale tjenester/DSA)

95 Neermere om tjenesternes
ansvarsforpligtelseri afsnit
3.4.1.2.

De spargsmaél, man som bruger stiller til systemet, og de dokumenter, man beder
systemet om at behandle, kan dermed blive brugt i denvidere treening af systemet.
Dette er muligt, fordi tech-virksomheden bag systemet kan lagre data pa
servere, som gemmer dem i en given periode. Et eksempel p& dette er en sag
franovember 2022, hvorflere anonyme programmerer havde indgivet et sagsmal
mod GitHub, OpenAl og Microsoft. Sagen omhandlede brugen af den generative
kunstig intelligenstjeneste CoPilot til genskabelse af en ophavsretligt beskyttet
kode i realtid uden korrekt kreditering. Koden var gemt pé& GitHub (en cloud-
baseret platform, som er populeer blandt mange softwareprogrammerer til
hosting og deling af koder), og var blevet brugt til at treene CoPilot.*!

Som bruger af kunstig intelligenssystemer kan man alts8, uden at veere bevidst
om eller opmeaerksom péa det, bidrage til den lebende treening af systemet. Det
betyderendvidere, at ens instrukser og uploads af materiale principielt vil kunne
indga helt eller delvist i andre brugeres output og dermed muligvis veere med-
virkende til senere potentielle kraenkelser af ophavsretten.

3.3.5. Distributionskanalernes ansvar

Nar brugeren har modtaget et kunstigt genereret output, er der ikke noget teknisk
til hinder for, at brugeren kan distribuere det pa forskellige kanaler. Det kan
b&de veere et output, som brugeren er bevidst om ligner et eksisterende op-
havsretligt beskyttet veerk, og det kan veaere et output, som brugeren ikke
er Klar over, ligner eller indeholder vaesentlige elementer fra et ophavsretligt
beskyttet veerk.

Den direkte kreenkelse af ophaverens eneret til at gore sit veerk tilgaengeligt for
almenheden tilskrives i udgangspunktet den bruger, som offentligger materialet.
Der kan dog, i henhold til forordningen om digitale tjenester,”? opsté tilfaelde,
hvor distributionskanalerne kan blive holdt ansvarlige, nér tjenestens brugere
deler ophavsretligt beskyttet indhold pa tjenesternes platforme.

Hvis en bruger eksempelvis deler indholdet pa et socialt medie, og det sociale
medie bliver gjort opmaerksomme herpé uden at handle pa det, f.eks. undlader
at fjerne indholdet, kan det sociale medie i sidste ende blive stillet til (med)
ansvar. Samtidig er de store platforme forpligtet til at gennemfare &rlige risiko-
vurderinger af deres tjenester, hvor de bl.a. skal vurdere udbredelsen af ulovligt
indhold gennem deres tjenester. Hvis det viser sig, at uretmaessig spredning af
ophavsretlig beskyttet materiale udger en systemisk risiko p& platformen, er
udbyderen forpligtet til at indfere passende foranstaltninger for at imedega
problemet.??

3.3.6. Nar output bliver tilinput (syntetisk data)

| takt med den stigende udvikling og anvendelse af kunstig intelligens ma det
forventes, at en storre og sterre andel af det indhold, der findes pa internettet,
vil veere genereret af kunstig intelligens. Dette affeder ogs§, at fremtidens kunstig
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* https://www.nature.com/
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https//news.mitedu/2022/
synthetic-data-ai-improve-
ments-1103

% Europa-Parlamentets og Radets
direktiv 2004/48/EF af 29. april
2004 om handheevelsen af
intellektuelle ejendomsrettigheder

intelligensmodeller i hojere grad vil veere traenet pa syntetisk treeningsdata,
dvs. data, der i forvejen er skabt ved hjeelp af kunstig intelligens.

Flere undersegelser har peget pd, at brugen af syntetisk data kan fore til, at
kunstig intelligens genererer upélideligt indhold, og at modellerne kan miste
evnen til at generalisere og i stedet baserer sine forudsigelser p& en forenklet
og forvreenget forstelse af data.® | forskningslitteraturen beskrives dette faenomen
som 'models collapse’. Andre forskere har imidlertid peget p4, at brugen af syn-
tetisk data i traeningen af kunstig intelligens har potentiale til at forhindre,
at felsomme personoplysninger indgar i treeningsdata, og at det kan ske pé en
sddan made, s& man undgér de etiske og juridiske bekymringer, som reelle
dataseet ofte medforer.®>

Hvis der i fremtiden alene traenes pa syntetisk data, vil det muligvis begraense
antallet af kraenkelsessager, da gengivelser af beskyttet indhold i outputs vil
reduceres. Omvendt vil det betyde, at de rettighedshavere, som er interesseret
i at indga en Ticensaftale om brugen af deres indhold som traeningsdata, vil fa
sveerere ved at forhandle en aftale, da det beskyttede indholdet ikke direkte vil
blive brugt. Dermed vil de rettighedshavere miste muligheden for kommende
indtjening pa det grundlag.

3.4 HANDH ZVELSE 0G TVISTLOSNING | RELATION TIL OPHAVSRET 0G
KUNSTIG INTELLIGENS

3.4.1. Eksisterende hdndhae\ "1sesmuligheder

Digital anvendelse af veerker, herunder i forbindelse med kunstig intelligens,
kan bade give anledning til tvister mellem rettighedshavere, udvikiere eller ud-
bydere af kunstig intelligenssystemer og brugere. Nar der opstér en tvist om
ophavsretskraenkelse, har rettighedshaveren en raekke muligheder for at patale
den pastaede kraenkelse, ligesom brugeren har mulighed for at gere indsigelser
heroverfor. | takt med den teknologiske udvikling er der lebende opstaet behov
for mere effektive hdndhaevelsesmuligheder, navnlig for sa vidt angar kraenkel-
ser begdet pé internettet. Ophavsretsloven er bl.a. blevet suppleret med regler
ved implementering af Infosoc-direktivet, retsh&ndhaevelsesdirektivet®® og DSM-
direktivet.

3.4.1.1. Uden- og indenretslige skridt over for internetbrugere

Hvis en rettighedshaver opdager, at dennes vaerker eller frembringelser uberet-
tiget er blevet brugt pa internettet, vil rettighedshaveren i foerste omgang for-
soge at fremskaffe beviser for den ulovlige brug. Bevissikringen kan ske med
eller uden involvering af domstolene. For ophavsretskraenkelser begaet péa
internettet kan der veere praktiske udfordringer forbundet med fremskaffelse
af de nedvendige beviser, eftersom der i dag er gode muligheder for at skjule og
slette digitale spor. Lykkes det rettighedshaveren at identificere den formodede
kraenker og omfanget af den ulovlige aktivitet, kan rettighedshaveren i forste
omgang forsege at henvende sig direkte til vedkommende med krav om
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97 Lovbekendtgorelse nr. 1160 af 5.
november 2024 om rettens pleje

fjernelse af det ulovlige indhold og opfordre til indgaelse af forlig om et naerme-
re bestemt belab.

Rettighedshaveren har derudover mulighed for at anmode om rettens hjeelp
(forudsat at der er saglig og stedlig kompetence) til bevissikring efter reglerne
i retsplejeloven,”” navnlig i kapitel 57 a. Det er heri fastsat, at en rettighedsha-
ver (rekvirenten) bl.a. kan bede om, at fogedretten foretager undersegelser hos
en privatperson eller virksomhed med henblik pd at sikre beviser for en formo-
det kreenkelse, jf. § 653, sé&fremt betingelserne herfor er opfyldt. Retten kan
ogsatreeffeafgerelse om midlertidige forbud og pabud efterreglerneiretspleje-
lovens kapitel 40, hvorefter den p&st8ede kraenker pdlaegges at undlade at fore-
tage visse handlinger. Overtraedelse af meddelte forbud og p&bud kan medfere
straf- og erstatningsansvar, jf. § 430. Retten kan desuden give editionspaleeg
efter § 299 og informationspdleeg i medfer af § 306. Retten har f.eks. mulighed
for at p8laegge en internetudbyder at speerre for adgangen til en hjemmeside
eller udlevere oplysninger om, hvem der sté8r bag bestemte IP-adresser.

3.4.1.2. Klagemekanismer p4 digitale tjenester

Som alternativ til at ga direkte efter den bruger, som foretager kreenkende
handlinger, kan rettighedshaveren indgive en klage til digitale tjeneste, som
udbyder den hjemmeside eller onlineplatform, hvorpa det ulovlige indhold er
blevet tilgeengeliggjort. Dette kan, som naevnt ovenfor i afsnit 3.3.5, bl.a. ske pa
grundlag af reglerne i EU’s forordning om digitale tjenester, som tr&dte i kraft i
oktober 2022. Overordnet opstiller forordningen processuelle regler, herunder
om anmeldelsesmekanisme og nedtagning af ulovligt indhold. Den angiver
bl.a., at en tjeneste, for at undgé at ifalde et medansvar, straks skal tage skridt
til at fjerne eller hindre adgangen til ulovligt indhold, nar tjenesten far kend-
skab til forholdet.

Opleves det, at en digital formidlingstjeneste ikke overholder sine forpligtelser,
kan dette paklages til DSA-tilsynet, som herer under Digitaliseringsstyrelsen.
Der er ogsd mulighed for at henvende sig til en p8lidelig indberetter (*trusted
flagger”), som er udpeget af DSA-tilsynet. Digitale formidlingstjenester skal
prioritere anmeldelser fra en palidelige indberetter. Indtil videre er Rettigheds-
Alliancen udpeget som palidelig indberetter i Danmark. En tjenestes manglende
overholdelse af forordningens regler kan medfere bedestraf.

Ifelge RettighedsAlliancen er det sommetider en udfordring at fa onlinetjenester
til at fjerne bestemt indhold, eftersom visse rettighedskraenkelser ikke passer
ind i tjenestens klagesystemer, s& der er behov for nye procedurer, som kan
deemme op for s&danne kraenkelser. Det gaelder bl.a. i forhold til deepfakes, hvor
rigtige personer, herunder kendte kunstnere, misbruges i forskellige sammen-
heenge, uden at den har givet tilladelse dertil. Det kan bade i form af kunstigt
genererede billeder, videoer m.m.
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Foruden reglerne i forordningen om digitale tjenester er der i DSM-direktivets
artikel 17, som erimplementeret i ophavsretslovens § 52 c, indfert seerlige regler,
som fastsaetter et ansvar for udbydere af onlineindholdsdelingstjenester for s&
vidt angar brugergenereret indhold, der kraenker ophavsretten. En onlineind-
holdsdelingstjeneste er en saerlig form for informationssamfundstjeneste,
som lagrer og giver adgang til ophavsretligt beskyttet materiale. Det folger af
§ 52 c, stk. 2, at en s&dan tjeneste foretager en overfering eller tilr&digheds-
stillelse til almenheden af vaerker og frembringelser beskyttet efter §§ 65-71,
nér disse uploades af tjenestens brugere. Bestemmmelsen fastsaetter sdledes
en ansvarsordning, som bl.a. indebeerer, at tjenesten skal sege at opna tilladelse
fra rettighedshaverne (typisk via en Ticensaftale), hvis tjenesten vil undga at
ifalde ansvar for kraenkelser begaet (ofte uagtsomt) af tjenestens brugere.

Endvidere felger det af § 52 c, stk. 6, at udbydere af onlineindholdsdelingstjenester
skal stille en effektiv Klageordning til rédighed for brugerne i tilfaelde af uenighed
om, hvorvidt der er uploadet indhold i strid med ophavsretsloven. Et eksempel
kan veere, hvis tjenesten pa baggrund af en klage har fjernet brugeruploadet
indhold, som indeholder beskyttede veerker eller frembringelser, og hvor brugeren
gor geeldende, at tilgeengeliggerelsen er sket i overensstemmelse med en
ophavsretlig undtagelsesbestemmelse. En s8dan klage skal behandles uden
unedig forsinkelse og underkastes menneskelig kontrol. Afgerelser vedrerende
tvister mellem rettighedshavere, tjenester og brugere kan indbringes for
Ophavsretslicensneevnet, jf. § 47.

Hvorvidt en kunstigintelligenstjeneste kan betragtes som en tjeneste omfattet
af forordningen om digitale tjenester eller DSM-direktivet er ikke afklaret, og
det er derfor usikkert, hvilket ansvar s&danne tjenester kan pélaegges i anledning
af handlinger foretaget af brugerne af kunstig intelligenstjenester.

3.4.1.3. Sagsanlaeg ved domstolene

Sager om ophavsretskraenkelse kan indbringes for de almindelige domstole,
som konkret kan tage stilling til, om brug af veerker i de enkelte tilfaelde
har udgjort en ophavsretskreenkelse, og i bekraeftende fald hvorledes den pageel-
dende kraenkelse skal sanktioneres. Dette geelder ogsa sager vedrerende kunstig
intelligens.

Ophavsretslovens handhaevelsesregler er fastsat i lovens kapitel 7. Det felger af
§ 76, at den, som forsaetligt eller groft uagtsomt overtraeder enerettighederne
ilovens §§ 2 og 3, de neertstdende rettigheder, jf. §§ 65-72, og visse andre be-
stemmelser, straffes med bede. Hvis overtraedelsen er begaet under skeerpende
omstaendigheder, kan straffen stige til feengseli 1 8r og 6 méneder. Skeerpende
omstaendigheder anses navnlig for at foreligge, hvis overtraedelserne sker
erhvervsmaessigt, hvis der fremstilles eller blandt almenheden spredes et
betydeligt antal eksemplarer, og hvis gengivelsen sker pd en s@dan méade, at
almenheden far adgang til dem péa et individuelt valgt sted og tidspunkt. Hvis
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overtreedelsen foretages af selskaber eller andre juridiske personer, geelder
reglerne om strafansvar i straffelovens kapitel 5, jf. ophavsretslovens § 80.

Endvidere folger det, at den, som forseetligt eller uagtsomt overtraeder § 76 skal
betale et rimeligt vederlag samt erstatning i de tilfaelde, hvor overtraedelsen
har medfert yderligere skade, jf. § 83. Der geelder imidlertid ikke faste principper
for beregningen af vederlags- og erstatningskrav, og udmaélingen baserer sig i
praksis ofte pa et sken p& grund af utilstreekkelig dokumentation for kraenkelsens
okonomiske konsekvenser, navnlig nar det kommer til internetkraenkelser.*®
Erstatningen i mindre kreenkelsessager mod brugere vil sdledes naeppe kunne
opveje omkostningerne ved at fere en retssag.

Derudover bemeerkes, at ulovligt indhold kan blive spredt pa internettet bade
hurtigt og ukontrollerbart. Derfor er det en forudsaetning for en effektiv hdnd-
heevelse, at en sddan sag behandles hurtigt. | 2024 var den gennemsnitlige
sagsbehandlingstid for civile sager ved byretterne knap 13 maneder.*® 0gsé af
denne arsag er EU’s regler, som pélaegger tjenesterne et ansvar for brugergene-
reret indhold, et vigtigt redskab i h&ndhaevelsen af ophavsretlige kraenkelser pé
internettet. Det kreever dog, at tjenesterne lever op til deres ansvar, og at der pa
tilstraekkelig vis kan feres tilsyn hermed.

3.4.2. Verneting og lovvalg

Ophavsretsloven anvendelsesomrade felger af reglerne i §8 85 og 86, men lovens
territoriale afgraensning og spergsmaélet om lowvalg er ikke naermere behandilet.
Det felger dog af princippet om lovgivningens territoriale afgraensning og de
internationale principper om lovvalg, at ophavsretsloven finder anvendelse, nér
kraeenkende handlinger har fundet sted p& dansk territorium. Hvorvidt en sag
kanindbringes for de danske domstole (om der er dansk vaerneting) skal afgeres
efter de almindelige regler i retsplejelovens kapitel 22. Udgangspunktet er her,
at sager behandles ved sagsegtes hjemting, dvs. der, hvor sagsegte har bopasl,
jf. RPL § 235. Er sagseger ikke dansk statsborger men bosiddende i et EU- eller
EFTA-land, skal spargsmaélet afgaeres efter Domsforordningens veernetingsregler.’®
Bor og opholder sagsegte sig uden for EU/EFTA, skal spergsmalet behandles
efter reglerne i RPL § 246. Heraf folger, at en sag alligevel kan anlaegges i Danmark,
sé Teenge en dansk ret kan anses som veaerneting efter andre regler, f.eks. § 237
om deliktsveerneting. Efter denne bestemmelse kan sager, hvor der pastas
erstatning, straf eller oprejsning i anledning af en retskraenkelse, anlaegges ved
det sted, hvor retskreenkelsen er foregéet (skadestedet). Dette kan efter om-
steendighederne bade vaere handlings- og virkningsstedet.”’

Sager om handlinger pa internettet kan efter retspraksis bedemmes efter de
danske regler, ndr internettransmissionen hidrerer fra Danmark og muligvis
0gs4, hvis tranmissionen hidrerer fra udlandet i det omfang, at transmissionen
modtages og har rettighedsmaessig effekt i Danmark. Det betyder bl.a, at op-
havsretsloven finder anvendelse, n&r danske brugere downloader veerker fra
internettet, uanset i hvilket Tand, serveren er placeret.'%
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3.4.3. Hdndheaevelse af rettigheder ifm. treening af kunstig intelligens

Ifelge RettighedsATliancen er det i praksis umuligt at kontrollere, om ophavsretten
overholdes dels af udviklere af kunstig intelligenstjenester og dels af brugere
af s&danne tjenester. Opklaring af, om der er sket et brud pa8 ophavsretten, kreever
en retssag.

At fere retssager er ofte bdde omkostningstungt og tidskraevende. Dette pavirker
iseer de enkelte ophavere og sma eller mellemstore virksomheders mulighed
for at forfelge deres eventuelle krav mod udviklere og udbydere af kunstig intel-
ligens. Nogle af udbyderne p& markedet er blandt verdens sterste virksomheder
iverden malt i omsaetning. 0gsé af den grund er der ubalance i forholdet mellem
parterne i en sag, idet mindre danske virksomheder og rettighedshavere ofte
ikke vil have ressourcer til at fere mange, langvarige og dyre retssager mod
store internationale tech-virksomheder uanset hvor gode changer har for at vinde.

Ifolge RettighedsAlliancen er det derudover vanskeligt i praksis at kontrollere,
om forbehold for tekst- og datamining overholdes. Dette skyldes, som tidligere
naevnt, iseer manglende transparens omkring traeningsdata. | forordningen om
kunstig intelligens er der, som omtalt i afsnit 1.2, fastsat regler, der netop har til
forma&l at imedekomme udfordringer omkring manglende transparens, bl.a. i
forhold til overholdelse af forbehold for tekst- og datamining. Da reglerne ikke er
tradt i kraft, er det endnu for tidligt at konkludere p3, hvad de reelle effekter af
reglerne bliver. Ligeledes er det for tidligt at sige noget om betydningen af
EU-kommissionens kommende praksiskodeks, som skal bidrage til, hvordan
kravet om en ophavsretspolitik opfyldes, jf. artikel 53, stk. 1, Titra c. Det samme
geelder i forhold til den kommende skabelon fra Kommissionens kunstig intel-
ligenskontor, som skal anvendes til opfyldelse af transparenskravet, jf. artikel
53, stk. 1, litra d. Afklaring om udstraekningen af udbydernes oplysningsforplig-
telser kan iseer blive afgerende for mulighederne for rettighedshandheaevelsen.

3.4.4. Hdndhaevelse over for krenkende output genereret af kunstig intelligens
Hvis det 1aegges det kan til grund, at det er brugeren selv, som er ansvarlig i de
tilfaelde, hvor brugeren bevidst har uploadet ophavsretsbelagte veerker eller
indsat kopier heraf i instrukser (se naermere afsnit 3.2.4), er udgangspunktet,
at rettighedshaveren kan pétale kraenkelsen over for den p&geeldende bruger.
Ikke desto mindre kan det i praksis veaere sveert for rettighedshaveren at identi-
ficere, hvem brugeren i virkeligheden er.

Selvom de fleste kunstig intelligenstjenester er i stand til at reproducere eller
genskabe beskyttetindhold, som den har veeret traenet p4, er de fleste systemer
idag kodet til ikke (uden videre) at adlyde brugerens instrukser herom. Systemet
vil feks. svare brugeren, at dette ikke kan Tade sig gore, eller at den ikke méa
gore det. Alligevel har det vist sig muligt at omga foranstaltningerne, hvis man
har en vis teknisk snilde og tilpas tdlmodighed. Afklaring pa, om det er eller ber
veere lovligt for udbydere at fraskrive sig ansvaret for ophavsretskraenkelser,
kan ogsa fa betydning for hdndhaesvelsesmulighederne.
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KAPITEL 4. EKSPERTGRUPPENS
ANBEFALINGER

Ekspertgruppe om ophavsret og kunstig intelligens har dreftet, hvordan de op-
havsretlige udfordringer, der er naermere belyst i denne rapport, bedst kan
ha&ndteres. Som det ogsa er fremhaevet i rapportens indledning, har der i eks-
pertgruppen veeret konsensus om, at udfordringerne p& omradet er store, og at
det er afgerende, at der snart gribes til handling. Ekspertgruppens 10 neden-
stdende anbefalinger har til hensigt at komme med lesninger pa tveers af de
udfordringer, som adresseres i kapitel 2 og kapitel 3. Anbefalingerne stér ikke i
prioriteret raekkefelge, og eventuelle dissensudtalelser fremgér af de enkelte
anbefalinger.

Det er vurderingen, at udgifterne for den offentlige sektor, som er forbundet
med udmentningen af anbefalingerne, kan rummes inden for det antal statslige
arsveerk, som Kulturministeriet har til r&dighed, medmindre andet eksplicit
fremgé&r af den enkelte anbefaling.

ANBEFALING 1: EFFEKTIV TRANSPARENS | TRANINGSDATA

Ekspertgruppen anbefaler, at der péd EU-niveau sikres meningsfuld og effektiv
transparens ved brug af ophavsretligt beskyttet indhold til at treene og udvikle
kommercielle kunstig intelligenssystemer. Transparens er nedvendigt for, at
rettighedshaverne kan kontrollere brugen af deres indhold. Som supplement
hertil anbefales det, at der pd EU-niveau indferes en formodningsregel om, at
kommercielle kunstig intelligenssystemer er traenet pa ophavsretligt beskyttet
materiale i tilfeelde, hvor transparenskravet ikke opfyldes.

Effektiv transparens opnas ved, at rettighedshaverne far stillet felgende infor-
mationer til rAdighed for at kunne afgere, om deres indhold er brugt til at treene
kunstig intelligenssystemer:

e Hvad er blevet brugt til treening: titel eller anden identifikation (sdsom ISBN
for beger) pa veerksniveau.

¢ Hvor erindholdet indsamlet fra: optimalt URL-niveau, ellers domaene niveau
eller navn pa tjeneste (fx Spotify eller YouTube).

e Hvorné&r erindholdet blevet indsamlet: dato, klokkesleet.

e Hvordan erindholdet blevet indsamlet: hvordan har kunstig intelligens-
udbyderen sikret sig, at der har veeret lovlig adgang til indholdet p& ind-
samlingstidspunktet.

Alternativt skal rettighedshaverne have adgang til at sege p& eget repertoire
direkte i de dataseet, der bruges til treening af kunstig intelligenssystemer,
samt at de féar stillet de nedvendige segeredskaber til radighed herfor.
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Safremt datasaet eller disse informationer ikke stilles til radighed for rettig-
hedshavere, der anmoder om det inden en rimelig frist, skal der gaelde en regel
om omvendt bevisbyrde, hvorefter der geelder en formodning for, at en rettigheds-
havers indhold er blevet brugt til at treene kunstig intelligenssystemer, med-
mindre udbyderen af det pdgeeldende kunstig intelligenssystem dokumenterer,
at det ikke er tilfeeldet. Ekspertgruppen bemaerker, at forslaget kan ses i forleeng-
else af anbefaling nr. 3.1, i Delafrapportering 2 fra regeringens ekspertgruppe
om tech-giganter, hvor denne ekspertgruppe konkret anbefaler, at der stilles
yderligere krav (til tech-giganter), der bruger ophavsretligt beskyttet materiale.’®

Denne konkrete anbefaling om effektiv og meningsfuld transparens og formod-
ningsregel skal inddrages i arbejdet i relevante fora i EU.

Dansk Erhverv og DI finder, at en sddan regel om omvendt bevisbyrde alene skal
finde anvendelse i de tilfaelde, hvor udbydere af kunstig intelligens ikke har
opfyldt transparensforpligtelserne i henhold til artikel 53, stk. 1, Titra d, i forord-
ningen om kunstig intelligens.

Danske Medier finder, at der uafheengigt af et transparenskrav ber geelde
omvendt bevisbyrde og en formodningsregel om, at der er brugt ophavsretligt
beskyttet indhold som treeningsdata.

ANBEFALING 2: EFFEKTIVE FORBEHOLDSMULIGHEDER ELLER NYE
REGLER FOR TEKST- 0G DATAMINING

Ekspertgruppen anbefaler, at der i EU sikres markante forbedringer af mulig-
hederne for at tage forbehold for tekst- og datamining, og ultimativt at reglerne
iDSM-direktivets artikel 4 eendres, sa lovlig brug af vaerker til tekst- og datamining
kraever udtrykkeligt samtykke.

Det er ekspertgruppens opfattelse, at rettighedshavernes muligheder for at
kontrollere og hdndhaeve forbehold for tekst- og datamining langt fra er velfunge-
rende, idet "opt out”-systemet ikke fungerer i praksis. Der er derfor behov for en
styrkelse af dette system, hvis reglerne skal virke efter hensigten og skabe den
fornedne Klarhed forb&de rettighedshavere og udbydere af kunstig intelligenssystemer.

Ekspertgruppen finder, at der i ferste omgang ber fokuseres pé praktisk realiser-
bare lesninger af hensyn til den hastige udvikling p& omradet. Ekspertgruppen
anbefaler, at der indfores feelleseuropagiske regler for, hvordan et forbehold korrekt
kan ske, og hvordan det efterfelgende behandles og dokumenteres. Reglerne
ber indebeere, at en rettighedshaver kan tage forbehold med generel virkning
uden naevneveerdige ekonomiske omkostninger, og at rettighedshaverne kan
kontrollere, at forbehold overholdes. Det skal i den forbindelse sikres, at der er
effektive sanktioner for manglende overholdelse af gyldige forbehold.
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Hvis det skulle vise sig, at disse initiativer ikke leser de praktiske udfordringer
for rettighedshaverne med det nuveerende "opt out”-system inden udgangen
af 2026, anbefaler ekspertgruppen, at DSM-direktivets artikel 4 om tekst- og
datamining hurtigst muligt eendres.

En sddan aendring ber foreslas i forbindelse med EU-Kommissionens planlagte
evaluering af DSM-direktivet i 2026. Danmark ber herved fremlaegge forslag til
en eendring af reglerne, som indebeerer, at brug af vaerker med henblik p& tekst-
og dataminerig sker med rettighedshaverens udtrykkelige samtykke ("opt in”).

Danske Medier finder, at artikel 4 straks ber eendres til et "opt in”-system.

ANBEFALING 3: FORBEDRING AF RAMMEVILKAR FOR KOLLEKTIV
LICENSERING

Ekspertgruppen anbefaler, at der bdde p& dansk og europaeisk plan iveerksaettes til-
tag, som kan forbedre rammevilkarene for kollektiv Ticensering pd omradet for brug af
ophavsrettigheder, herunder naertst&ende rettigheder, i kunstig intelligenssystemer.

Ekspertgruppen mener, at rettighedshaverne har ret til at modtage en rimelig
betaling, nar deres veerker eller frembringelser bliver brugt til kommerciel ud-
vikling og traening af kunstig intelligens. De nuvaerende Ticenseringslesninger
er ikke tilstreekkeligt effektive til at f@ udbydere af kunstig intelligens til at
indga aftaler med de relevante forvaltningsselskaber. Der er behov for tiltag,
som understotter princippet i ophavsretslovens § 55 (DSM-direktivets artikel
18) om, at rettighedshaverne skal have en rimelig betaling, nér deres eneret
udnyttes og kommercialiseres af andre. Dette kan bl.a. ske ved at styrke ramme-
vilk&rene for kollektiv forvaltning. Ekspertgruppen bakker op om, at der efter de
geldenderegleri§ 55 gaelder et princip om, at ophavere og udevende kunstnere
har et krav pa et passende og forholdsmeessigt vederlag, som efter § 55 d ikke
kan fraviges til skade for ophavere og udevende kunstnere.

Konkret anbefaler ekspertgruppen, at der i EU arbejdes for at skabe en retlig
regulering, der legitimerer, at forvaltningsselskaber kan udstede licenslasninger
til udbydere af kunstig intelligens. Det bor i den forbindelse overvejes, om der
kan etableres globale eller multinationale ordninger, som kan gere det endnu
nemmere for store, internationale akterer at indgé de nedvendige aftaler. End-
videre ber mulighederne for anerkendelse af nationale lesninger p8& tveers af
landegraenser til h&ndtering af ikke-repraesenterede rettighedshavere overvejes.

| Danmark kan muligheden for at indgéa Ticensaftaler p& omradet bl.a. styrkes
ved indferelse af en specifik aftalelicensbestemmelse om brug af ophavsretligt
beskyttet materiale i kunstig intelligenssystemer, som endvidere indeholder
adgang til, at Ophavsretslicensnaevnet kan afgere tvister om vilkér og vederlag
isadanne aftaler.
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Ekspertgruppen bakker i evrigt op om anbefaling nr. 3.2, i Delafrapportering 2
fra regeringens ekspertgruppe om tech-giganter om EU-licensaftaler i forhold
til brug af ophavsretligt beskyttet materiale.

Endvidere opfordrer ekspertgruppen til, at s&fremt der udvikles danske sprog-
modeller, ber der ske en facilitering af aftaleindgéelse om klarering af rettigheder.
Dette kan eksempelvis ske ved, at der i regi af danske kultur- og uddannelses-
institutioner etableres et samarbejdsforum med repraesentanter fra bl.a. bredt
daekkende forvaltningsorganisationer, dataejere og andre relevante aktorer.

ANBEFALING 4: FORSOGSORDNING OM OBLIGATORISK VOLDGIFT TIL
LOSNING AF RETTIGHEDSKONFLIKTER PA OMRADET FOR PRESSE-
PUBLIKATIONER

Ekspertgruppen anbefaler, at det underseges, om der kanindferes en obligatorisk
voldgiftsmodel med henblik pé at sikre en effektiv h&ndtering af rettigheds-
konflikter og fremme aftaleindgaelse om brug af ophavsretligt beskyttet indhold,
herunder til traening af kunstig intelligens, i forste omgang som en forsegsordning
p& omradet for pressepublikationer.

De eksisterende handheevelsesveerktojer pa ophavsretsomradet sikrer ikke en
tilstreekkelig effektiv lesning af rettighedskonflikter. Her teenkes bl.a. p& op-
havsretslovens § 52, som giver parterneien tvist mulighed for at kreeve maegling,
hvis forhandling om visse licensaftaler ikke ferer til noget resultat. Dog kan en
part blot undlade at deltage i maegling.

Ekspertgruppen anser det som et problem, at de eksisterende regler ikke inde-
holder krav om bl.a. deltagelse i aftalelicensforhandlinger og maegling samt
eventuelle sanktionsbestemmelser vedrerende manglende deltagelse. Dette
gor sig iseer geeldende p& omrader, hvor rettighedsindholdet har en seerlig
demokratiunderstettende og oplysende funktion for borgerne, hvilket er tilfeeldet
for pressepublikationer.

Ekspertgruppen anbefaler, at det underseges, om disse h&ndhaesvelsesudfor-
dringer ville kunne afhjeelpes ved indferelse af en obligatorisk voldgiftsmodel
(en sakaldt "final offer arbitration model”). Modellen bygger p& princippet om,
at parterne i en tvist pélaegges at medvirke aktivt i aftaleforhandlinger og
eventuelle maeglingsforhandlinger. Udtemmes disse muligheder, uden at der
opnas enighed om en aftale, skal parterne indgive hvert sit bud pa en aftale
til en uafthangig voldgiftsinstans, som herefter skal veelge det mest rimelig
forslag. Denne proces tilskynder, at begge parter udarbejder et retfeerdigt og
afbalanceret forslag, og den sikrer en hurtig og bindende afgerelse for parterne.

En sddan voldgiftsmodel vil f.eks. kunne udarbejdes med inspiration i uden-
landske regler. | forbindelse med undersogelsen af de retlige og praktiske
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muligheder for indferelse af modellen, ber der foretages en vurdering af de rets-
sikkerhedsmaessige aspekter, herunder domstolsprevelse og hastighed ilesning
af konkrete tvister.

Ekspertgruppen bemeerker, at seerligt udgivere af pressepublikationer har til-
kendegivet at opleve store udfordringer med indgéelse af aftaler om informations-
samfundstjenesters online brug og tilr&dighedsstillelse af pressepublikationer.
Derfor ber det underseges, om en s&dan voldgiftsmodel i ferste omgang kan
indferes som en forsegsordning p& omradet for pressepublikationer og udbredes,
hvis erfaringerne er positive.

Ferer undersegelsen til, at der igangsaettes lovgivningsmaessige initiativer pa
omradet, finder ekspertgruppen, at det vil vaere mest effektfuldt, hvis reglerne
gennemferes pa EU-niveau.

Danske Medier finder, at det haster med indferelse af en h&ndhavelsesmodel i
forhold til tech-virksomhederne, som virker i praksis, hvorfor en obligatorisk
voldgiftsmodel ber indferes straks.

ANBEFALING 5: BESKYTTELSE MOD DIGITALE EFTERLIGNINGER AF
PERSONERS PERSONLIGE KENDETEGN

Ekspertgruppen anbefaler, at der indferes ophavsretlige regler, som beskytterimod
digitale efterligninger af personers stemme, udseende og andre personlige kendetegn.

Udviklingen inden for generativ kunstig intelligens har resulteret i, at det er
meget nemt at skabe vellignende digitale efterligninger af andre mennesker,
og der er navnlig set eksempler p3, at kendte personers udtryk er blevet brugt i
sange, videoer, reklamekampagner m.v. uden de pageeldendes samtykke.

Ekspertgruppen anbefaler, at der indferes nye regler om beskyttelse af person-
lige kendetegn, som skal kodificere dele af personlighedsretten, der i dag er
sveere at h&ndheeve over for store tech-virksomheder. Ekspertgruppen vurderer,
at det er essentielt, at der handles hurtigt, hvorfor reglerne i forste omgang bor
indferes pa nationalt plan. Dette kan med fordel ske i ophavsretsloven. Indferes
tilsvarenderegler pé et senere tidspunkt i EU, vil de danske regler om nedvendigt
kunne tilpasses.

Derudover anbefaler ekspertgruppen, at det underseges, om der kan indferes
en beskyttelse mod digitale efterligninger af udevende kunstneres praestationer.
Formalet med dette vil veere at sikre, at udevende kunstnere ikke alene far ret-
tigheder til optagede fremforelser af veerker, men ogsa til selve praestationen
og uafthaengigt af om det, der fremfores, er et ophavsretligt beskyttet veerk. En
s&dan beskyttelse er navnlig relevant, hvis det underliggende materiale
(et manuskript eller en sang mv.) ikke er ophavsretsligt beskyttet, f.eks. hvis
det er genereret af kunstig intelligens.
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Endeligt bemaerker ekspertgruppen, at brugen af kunstig intelligens ligeledes
indebeerer, at der systematisk, hurtigt og billigt kan frembringes indhold, der
ligner eksisterende menneskeskabte veerker. S&dant indhold kan konkurrere
med en ophavers egne veerker, fordi de bestér i en taet efterligning af ophaverens
seerlige stilistiske udtryk, s@ledes at det kan vaere sveert at skelne, om et vaerk
er skabt af den rigtige kunstner eller af kunstig intelligens. Ekspertgruppen op-
fordrer i sddanne tilfeelde til, at der anleegges en skeerpet lighedsbedemmelse,
somimedegér, at andre bevidst kan snylte p& det arbejde, som kendte forfattere,
komponister, billedkunstnere mv. har lagt i at udvikle deres egen unikke og
karakteristisk stil.

ANBEFALING 6: KRAV OM TEKNISKE FORANSTALTNINGER TIL HINDRING
AF ULOVLIG UPLOAD OG KOPIERING AF OPHAVSRETLIGT BESKYTTET
INDHOLD PA KUNSTIG INTELLIGENSTJENESTER

Ekspertgruppen anbefaler, at udbydere af kommercielle kunstig intelligens-
tjenester pélaegges at indarbejde effektive sikkerhedsforanstaltninger (guard-
rails) med henblik p& at forhindre, at tjenesternes brugere uploader og indsaetter
kopier af ophavsretligt beskyttet materiale, som kan indebeere risiko for op-
havsretskreenkelser.

Brugere af kunstig intelligens har i vidt omfang mulighed for at uploade op-
havsretligt beskyttede veerker og frembringelser samt at lave eksemplarfrem-
stillinger af beskyttet indhold i form af instrukser. Dette materiale kan udnyttes
til at skabe outputs i stil med det delte materiale (og hvor beskyttede elementer
kan genfindes), ligesom det kan blive brugt til at treene og videreudvikle systemet
uden samtykke fra rettighedshaveren.

Ekspertgruppen finder, at principperne i ophavsretslovens § 52 ¢ (DSM-direktivets
artikel 17), som regulerer onlineindholdsdelingstjenesters ansvar for bruger-
upload, ogsa bor geelde for udbydere af kunstigintelligens. Det vil bl.a. indebeere,
at udbyderen skal gere sin bedste indsats for at sikre, at brugeren ikke kan
uploade indhold i strid med ophavsretten, feks. ved at indarbejde tekniske sikker-
hedsforanstaltninger (guardrails), samt at brugeren naegtes adgang til at give

instrukser om skabelse af output "in the style of”, "look-alike”, "sound-alike” og
lignende pa en made, som indebeerer en ophavsretskraenkelse.

De naermere ansvarsforpligtelser kan fastleegges i et samarbejde mellem udbydere
af kunstigintelligens og rettighedshavere i de enkelte Tande, f.eks.ilighed med
detsamarbejde, der allerede foregdr i Danmark i det eksisterende ’Artikel 17-forum’.
Forpligtelserne kan bl.a. omfatte krav om etablering af lettilgeengelige klage-
ordninger.

De anbefalede krav og ansvarsforpligtelser ber indferes pad EU-niveau. Dog ber
det underseges, om der vil veere mulighed for national regulering i tilfeelde af,
at der ikke er opbakning til s&danne regleri EU-regi.
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ANBEFALING 7: BETINGET OFFENTLIG PATALE | SAGER OM OPHAVSRET
0G KUNSTIG INTELLIGENS, DER ER TEKNISK OG TERRITORIALT
KOMPLICEREDE

Ekspertgruppen anbefaler, at bestemmelsen om betinget offentlig patale i op-
havsretsloven udvides til ogsa at gaelde for mindre grove sager, nér disse relaterer
sig til kunstig intelligens og er teknisk og territorialt komplicerede.

Udgangspunktet i ophavsretsloven er, at den forurettede selv skal patale kraen-
kelser af ophavsretten. Dette geelder for kreenkelser omfattet af § 76, stk. 1. Dog
er grove kraenkelser, omfattet af § 76, stk. 2, undergivet betinget offentlig patale,
hvilket betyder, at anklagemyndigheden (oftest p& begeering), kan indlede en
efterforskning og rejse tiltale i sagen.

Palitiet er ofte mere kompetent og bedre udstyret til at efterforske og frem-
skaffe beviser i sager om kriminalitet pa internettet. Ophavsretlige sager, der
er knyttet til kunstig intelligens, er ofte ganske komplicerede og teknisk ind-
viklede, herunder fordi de normalt gér pa tveert af landegreenser. Derfor bor der
is&dannespecifikke sagerveaere adgang til offentlig patale, uanset om kreenkelsen
ikke viser sig at veere af grov karakter.

Konkret kan anbefalingen gennemferes ved aendring af ophavsretslovens § 82,
sdledes, at den ogsa kommer til at geelde for overtraedelser omfattet af § 76,
stk. 1.

Anbefalingen indebeerer en forudsaetning om tilfersel af ressourcer til Politiets
Enhed for Seerlig Kriminalitet (NSK), da det forventes, at en andring som den
foresladede vil ege politiets arbejdsbyrde, og da ekspertgruppen ikke ensker, at
evt. merarbejde som folge af forslaget skal treede i stedet for nogle af politiets
andre opgaver med bekeempelse af immaterialretskreenkelser. Henset til
storrelsen af NSK’s sektion for rettighedsbeskyttelse estimeres det, at forslaget
vil kreeve tilfersel af to 8rsvaerk. Atheengigt af det pakreevede erfarings- og kom-
petenceniveau samt eventuelle seerlige driftsudgifter (seerligt IT-udstyr, system-
adgange, Ticenser m.m.)., estimeres udgifterne at belebe sig til mellem 2 og
2,5 mio. kr. arligt.

ANBEFALING 8: UNDERSOGELSE AF MULIGE TILTAG FOR AT STYRKE
BRUGEN AF MENNESKESKABT INDHOLD

Ekspertgruppen anbefaler, at der foretages en underseogelse af mulige tiltag for
at styrke menneskeskabt indhold for det tilfeelde, at der er risiko for, at kunstigt
genereret indhold udkonkurrerer menneskeskabt indhold. Dette kan bl.a. veere i
form af en "domaine public payant”-ordning. Som led iundersegelsen bor fordele
og ulemper ved en s&dan ordning afdaskkes, Tigesom udenlandske erfaringer
med lignende ordninger ber indhentes.
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Pa en raekke omrader, bl.a. musikomradet, forventes det, at brugerne i stadig
stigende grad vil anvende gratis, kunstigt genereret indhold i stedet for
menneskeskabte veerker og frembringelser. Analyser peger pé, at en betydelig
del af den fremtidige veekst inden for saerligt musikbranchen vil ske inden for
kunstigt genereret indhold. Der er derfor i branchen bekymring for, at kunstigt
genereretindhold vil udkonkurrere de selvsamme veerker,som danner grundlag
for det nye, ubeskyttede indhold.

Ekspertgruppen finder, at risikoen for, at kunstigt genereret indhold udkonkur-
rerer menneskeskabt indhold, skal underseges naermere. | forleengelse heraf
ber undersegelsen beskrive forskellige mulige afbedningsmekanismer, der kan
indferes pa europeeisk niveau. Ekspertgruppen har bl.a. dreftet "domaine public
payant”-ordningen (betaling for kommerciel udnyttelse af veerker i public domain).
En s&dan ordning vil feks. p& musikomr&det indebeere, at der skal betales for
alle typer af musik til de kollektive ordninger, og at brugerne dermed ikke opnér
en besparelse ved at anvende kunstigt genereret musik.

Som Ted i underseogelsen ber der tages hensyn til, at en mulige ordning ikke
unedigt begreenser den teknologiske innovation, herunder mulighederne for at
udvikle og anvende kunstig intelligens. Ligeledes skal det sikres, at ordningen
ikke medforer utilsigtede eller uforholdsmeessige store ulemper for den danske
0g europeeiske konkurrenceevne.

ANBEFALING 9: VEJLEDNING OG OPLYSNINGSTILTAG OM OPHAVSRET
0G KUNSTIG INTELLIGENS

Ekspertgruppen anbefaler, at der udarbejdes vejledninger til virksomheder og
institutioner om brug af ophavsretligt beskyttet indhold p& kunstig intelligens-
tjenester og udvikles uddannelses- og oplysningstiltag, der er mélrettet insti-
tutioner, elever og andre brugere af kunstig intelligenstjenester, samt at der
afseettes midler til disse formal.

Det er ekspertgruppens opfattelse, at der generelt mangler fokus pa& ophavsretlige
problemstillinger i dialogerne og debatterne om udvikling af kunstig intelligens.
Det skaber usikkerhed bade for virksomheder og institutioner, der eansker at
bruge eller udvikle kunstig intelligens, og for brugere af kunstig intelligens-
tjenester. Udbredelse af information om de juridiske muligheder og begraens-
ninger i forhold til kunstig intelligens og ophavsret vil medvirke til at skabe
retssikkerhed for danske virksomheder mv. og vil pd den made understotte
innovation og teknologisk udvikling i Danmark.

Ekspertgruppen anbefaler, at danske myndigheder hurtigst muligt udarbejder
vejledninger til virksomheder og institutioner, bl.a. om de grundlaeggende reg-
ler om ophavsret i lyset af kunstig intelligens, samt at danske myndigheder i
samarbejde med private akterer udvikler uddannelses- og oplysningstiltag og
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kampagner mélrettet institutioner, elever og andre brugere af kunstig intelli-
genstjenester.

ANBEFALING 10: PRACISERING | OPHAVSRETSLOVGIVNINGEN AF,
AT UDBUD AF KUNSTIG INTELLIGENSSYSTEMER UDGOR TILGANGELIG-
GORELSE FOR ALMENHEDEN

Flertallet i ekspertgruppen anbefaler, at detlovgivningsmaessigt fastseettes, at
der sker en tilgeengeliggerelse for almenheden af det indhold, systemerne er
treenet pa, for at skabe optimale muligheder for aftaleindgaelse om deling af
den veerdi, der opstér ved selve udbuddet af kunstig intelligenssystemer pa det
europeeiske marked.

Det er ekspertgruppens opfattelse, at samtlige store, kommercielle kunstig
intelligenssystemer er treenet p& enorme maengder ophavsretligt beskyttet
indhold, og at brugen af denne form for traeningsdata udger en vaesentlig
okonomisk veerdi for systemudbyderne. Ekspertgruppen finder, at en sé&dan
kommerciel udnyttelse ikke ber finde sted uden Ticensering og betaling til de
rettighedshavere, hvis materiale der er blevet brugt.

Ekspertgruppen finder, at brug af vaerker som treeningsdata uden samtykke er
en overtraedelse af ophavsretslovgivningen i de tilfaelde, hvor treeningen ikke er
omfattet af en undtagelsesbestemmelse. Derimod er det Tovgivningsmaessigt
uklart, om der sker en ’tilgeengeliggerelse for almenheden’ af de vaerker, der er
traenet pd, nér det kunstig intelligenssystem udbydes p& markedet.

Flertallet i ekspertgruppen finder pa den baggrund, at der er behov for en tydelig
angivelse i lovgivningen af, at tilr&dighedsstillelse af en kunstig intelligens-
tjeneste pa det europeeiske (eller danske) marked, vil udgoere en ophavsretligt
relevant handling i form af 'tilgeengeliggerelse for almenheden’ omfattet af op-
havsretslovens § 2 (Infosoc-direktivets artikel 3). Det vil dermed blive Klart, at
aftaleindgéelse med rettighedshaverne er nedvendigt, hvis en tjenesteudbyder
vil tilbyde EU-borgere at benytte deres kunstig intelligenstjeneste.

Anbefalingen vil samtidig besvare spergsmalet om, hvorvidt der er vaerneting
i de enkelte medlemslande for sa vidt angdr sager om uretmaessig tilgaengelig-
gorelse af veerker, da der automatisk vil vaere vaerneting i det Tand, hvor det
kunstig intelligenssystem er udbudt. Anbefalingen vil s8ledes bade styrke aftale-
og handheaevelsesgrundlaget.

Forslaget angar kommercielle kunstig intelligenssystemer, og der er ikke med
forslaget taget stilling til, hvad der skal veere geeldende i forhold til ikke-
kommercielle forskningsinstitutioner. Der er efter ekspertgruppens opfattelse
grund til at tage hensyn til ikke-kommercielle forskningsinstitutioner. Dette
kan ske i form af en obligatorisk undtagelsesbestemmelse svarende til DSM-
direktivets artikel 3.
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Detbemeerkes, at forslaget i evrigt ikke vil have konsekvenser i forhold til kunstig
intelligenssystemer, der ikke er traenet pa ophavsretligt beskyttet indhold.

Da der vil veere tale om en preecisering af et EU-retligt begreb, ber anbefalingen
gennemfoeres pa EU-niveau.

Dansk Erhverv og DI finder, at anbefalingen vil f& gennemgribende betydning
for b&de udbydere og rettighedshavere og anbefaler derfor, at der i stedet ned-
seettes en high level arbejdsgruppe i EU, som kan afdeekke konsekvenserne ved
forslaget. Endelig finder erhvervsorganisationerne, at en high level arbejds-
gruppe mere generelt ber rédgive Kommissionen om, hvordan EU’s ophavsretlige
rammer bedst tilpasses den teknologiske udvikling inden for kunstig intelligens.
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BILAG 1.
KOMMISSORIUM FOR EKSPERTGRUPPE OM OPHAVSRET 0G KUNSTIG
INTELLIGENS

Formal

Tech-giganternes udvikling og brug af kunstig intelligens, iseer de store sprog-
modeller/generativ kunstig intelligens modeller, rummer en lang raekker
muligheder for den kreative sektor, men rejser ogsa en reekke problemstillinger
i forhold til ophavsretten.

Der nedseettes en ekspertgruppe, som skal beskrive de udfordringer, kunstig
intelligens medforer for det ophavsretlige akosystem ogkomme med anbefalinger
til mulige Tesninger. Det kan f.eks. vaere anbefalinger til oplysningstiltag, eventuelle
nationale tiltag samt emner, som ber behandles pa EU-niveau. Isser anbefalinger
rettet med den EU-retlige regulering af kunstig intelligens og ophavsret skal
have ekspertgruppens fokus.

Organisering

Kulturministeren nedsaetter ekspertgruppen og udpeger dens medlemmer. Visse
af medlemmerne udpeges direkte, mens andre medlemmer udpeges efterind-
stilling. Kulturministeren udpeger ekspertgruppens forperson. Ekspertgruppen
sekretariatsbetjenes af Kulturministeriet.

Rammer for arbejdsgruppens arbejde

Ekspertgruppens formal er at undersege, om de geeldende ophavsretlige regler
er "fit for purpose” ift. indtoget af kunstig intelligens og skal pa denne bag-
grund undersege de problemstillinger, som kunstig intelligens medferer for det
ophavsretlige system.

Det bemeaerkes, at kunstig intelligens pévirker samfundet pd mange mader og
bererer i den henseende mange forskellige regelsaet. Ekspertgruppens arbejde
og fokus afgraenses til ophavsretlige relevante problemstillinger og anbefalinger.

Ekspertgruppens skal i sit arbejde have for aje, at eventuelle tiltag ikke unedigt
be-graenser innovation og mulighederne for brug af kunstig intelligens.

Ekspertgruppens analyse opdeles i felgende:

1. Kortleegning af ophavsretlige udfordringer som felge af indtoget af kunstig
intelligens.

2. Anbefalinger til h&ndtering af de kortlagte udfordringer. Anbefalinger, der kan
indga i Kulturministeriets arbejde i relevante EU-fora, skal seerligt prioriteres.

1. Kortlaegning af ophavsretlige udfordringer som felge af indtoget af kunstig
intelligens

Ekspertgruppen skal gennemfore en kortlaegning af de ophavsretlige problem-
stillinger som felge af indtoget af kunstig intelligens.

Kunstig intelligens bererer det ophavsretlige ekosystem p& mange mader bade
ift. input og output. Der kan opsta ophavsretlige kreenkelser ved, at systemer
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- med henblik p& traening af kunstigintelligens systemer - foretager indsamling
af ophavsretligt beskyttede veerker og beskyttede frembringelser, og at kunstig
intelligens modeller og systemer genereres pad baggrund af input af ophavsretligt
beskyttet indhold. Der kan ogsé opsta ophavsretlige kreenkelser ved, at kunstig
intelligens systemer genererer output, der ligner eksisterende indhold. Derudover
kan algoritmer inden for kunstigintelligens (generativ Al) resultere i systematiske
efterligninger af udevende kunstneres stemmer, udtryk osv. Ligeledes kan kunstig
intelligens generere billeder i en kendt kunsters stil. Man taler om ™in the style
of”, ’sound alikes” og "1ook alikes”.

Dette er blot udtryk for nogle af de omrader, hvor kunstig intelligens kan have
uhensigtsmaessige konsekvenser og ekspertgruppens arbejde ber ikke begraense
sig kun til disse.

2. Anbefalinger til h8ndtering af de kortlagte udfordringer

Ekspertgruppen ber pa baggrund af kortlaegningen komme med anbefalinger
til, hvordan udfordringerne mest optimalt kan h&ndteres. Det kan f.eks. veere
anbefalinger til ny lovgivning - seerligt p& EU-niveau - men ogsé bledere anbefalinger
i form af oplysningstiltag eller andet.

Sa&fremt der er anbefalinger til national regulering, skal disse kunne gennemferes
inden for eksisterende EU-regulering. Ekspertgruppen ber ligeledes have fokus
p&, om anbefalingerne stiller Danmark ringere end andre Tande ift. muligheden
at bruge kunstig intelligens, og at innovationen ikke unedigt heemmes.

Kunstig intelligens er greenseoverskridende i sin natur, og udfordringer med
kunstig intelligens ift. ophavsret kan ikke handteres alene pa nationalt plan.
Ekspertgruppen ber pa baggrund af kortlaegningen under punkt 1 komme med
anbefalinger til mulige elementer, der kan indga i dreftelser i EU-fora vedrerende
kunstig intelligens og ophavsret.

EU-reguleringen vil veere relevant pa omrader, hvor national regulering ikke er
mulig under hensyntagen til Danmarks internationale forpligtelser. Herudover
vil EU-regulering ofte veere relevant p& omradet for kunstig intelligens under
hensyntagen til at opna harmoniserede regler for brug af denne, idet nationale
lesninger ofte ikke vil have den onskede effekt. Anbefalingerne ber beskrive,
hvad der skal reguleres, og hvordan dette kan ske. Ekspertgruppens anbefalinger
kan ogsa omfatte anbefalinger til andre tiltag som for eksempel Memorandoms
of Understanding (MoU), Re-commendations eller Tignende soft Taw initiativer.

Afrapportering
Ekspertgruppen skal aflevere resultatet af arbejdet i en kortfattet rapport.

Tidsplan
Der udarbejdes ved arbejdets opstart en tids- og leveranceplan for arbejdet.
Ekspertgruppens anbefalinger afrapporteres til kulturministeren i vinteren 2024/2025.
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BILAG 2.
KUNSTIG INTELLIGENS - DATASTROMFIGUR
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Kilde: Henrik Udsen, professor ved JUR Center for Informations- og innovationsret, Kebenhavns Universitet
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BILAG 3.
EKSPERTGRUPPENS OVERSIGT 1:
TRANING AF KUNSTIG INTELLIGENS IFT. OPHAVSRET

RELEVANTE ER HANDLINGEN RELEVANTE
HANDLING HOVEDREGLER OMFATTET AF UNDTAGELSESREGLER ER HANDLINGEN OMFATTET AF UNDTAGELSERNE?*
(DK 0G EU) HOVEDREGLERNE?* (DK 0G EU)
Indsamling af Indhold kopieres, OHL§ 2 Der sker en ophavsretlig 1) OHL § 11 a,stk.1 1) Handlingen kan formodentlig ikke generelt anses for at opfylde betingelserne
treeningsdata ndr data indsam- relevant handling i form af 1811 a,stk.1,nr.1 0og 3 / art. 5(1). Da kravene i stk. 1, nr. 1-4 / art. 5(1), er
(Pweb scraping™) les og Tagres ifm. Infosoc-direktivet en eksemplarfremstilling Infosoc-direktivet art. 5, kumulative, kan undtagelsen umiddelbart ikke anses for at finde anvendelse.
datafangstpro- art. 2 omfattetaf§ 2/ art. 2 stk. 1
cessen 2) Handlingen kan muligvis anses for undtaget efter 8 11 b / art. 4, s&fremt

2)0OHLS8811bog11c traening af kunstig intelligens kan sidestilles med TDM (Al-forordningen taler
derfor), kravet om Tovlig adgang konkret er overholdt, og vaerkerne ikke opbevares
DSM-direktivetart.30g4  Taengere end nedvendigt.

Undtagelsen i § 11 c / art. 3 vil efter omstaendighederne muligvis kunne finde

anvendelse.
Filtrering/ Indhold kopieres, OHLS§ 2 Der sker en ophavsretlig 1) 0HLS11a 1) Handlingen kan efter omstaendighederne méaske anses for at opfylde kravene,
analysering af nér det downloades relevant handling i form af hvorefter § 11 a, stk. 1 / art. 5(1) vil kunne finde anvendelse.
treeningsdata og analyseres Infosoc-direktivet en eksemplarfremstilling Infosoc-direktivet art. 5,
ifm. datafiltrerings-  art. 2 omfattetaf§2/art. 2 stk. 1 2) Handlingen kan muligvis anses for undtaget efter § 11 b / art. 4, safremt
processen traening af kunstig intelligens kan sidestilles med TDM (Al-forordningen taler

2)0HLS8811bog11c derfor), kravet om Tovlig adgang konkret er overholdt, og veerkerne ikke opbe-
vares leengere end nedvendigt.

*Vurderingen er udtryk for ekspertgruppens opfattelse. Retstilstanden er ikke afklaret, og spergsméalene ber afgeres ved domstolene.
Oversigten tager udgangspunkt i, hvad der geelder for treening af kunstig intelligens foretaget p& det tidspunkt, hvor oversigten er fremstillet.
Inspirationskilder: Opleeg fra professor Henrik Udsen d. 19. september 2024 og speciale af Josephine P. Hansen og Janus Hammerhej publiceret pa CIIR’s hjemmeside.
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BILAG 4.

EKSPERTGRUPPENS OVERSIGT 2:

OUTPUT FRA KUNSTIG INTELLIGENS IFT. OPHAVSRET

stE)I\-IEE‘IgI::TGE- HOVEDREGLERNES U:EDI;'IE-\ZIEII\I.;ER UNDTAGELSERNES ANSVARSSUBJEKT HANDH/VELSES-MULIGHEDER
ANVENDELSESOMRADE* ANVENDELSESOMRADE*
LER (DK/EU) (DK/EU)
Skabelse af OHL§ 2 Nar veerker, som er lagret i OHL§12 Hvis en bruger (fysisk person) Hvis en bruger vidste eller burde vide, Rettighedshaveren kan evt.
outputvha. treeningsmodeller, kommer til frembringer et output til privat  at handlingen medfoerte en kraenkelse nedlaegge forbud eller anlaegge
kunstig Infosoc-direk- udtryk i nye outputs, vildet som Infosoc-direktivet  brug, kan handlingen evt.veere  af ophavsretten, f.eks. hvis brugeren har retssag mod kreenkeren og/eller
intelligens tivetart. 2 udgangspunkt udgere art. 5, stk. 2, omfattet af § 12/ art. 5, stk. 2, uploadet ophavsretsbelagt materiale, vil evt. udvikleren af systemet.
(heldelvis) eksemplarfremstilling  Titrab litra b (forudsat at brugeren anses brugeren formentlig veere ansvarlig for Spergsmélet er ikke afklaret,
OHLS§3 omfattetaf§2/art. 2 og § 3. som frembringeren og ikke den ulovlige eksemplarfremstilling. og der er begreenset praksis pa
OHLS§ 24b Al-systemet eller udvikieren). omradet.
OHL § 2,stk. 4 Hvis outputtet ikke gengiver et Hvis det kunstig intelligenssystem selv
veerk (helt/delvist), sker der ikke  Infosoc-direktivet Hvis en bruger (fysisk/juridisk skaber et output ud fra en simpel prompt, Rettighedshaveren kan, for at
eksemplarfremstilling. art. 5, stk. 3, person) frembringer et output er det uafklaret, hvem der beerer ansvaret. forhindre potentiel uensket
Outputtet kan herved siges at litrak med henblik pa parodi, karikatur Spergsmalet vil evt. fere tilbage til, om eksemplarfremstilling i output,
veere skabt ved fri benyttelse, eller pastiche, kan brugen evt. treeningen af modellen har veeret lovlig. tage forbehold for TDM/ treening
jf. § 4, stk. 2. veere omfattetaf § 24 b /art. 5, Der kan desuden veere brugervilkar,som af veerket (virkning forudsaetter,
stk. 3, Titra k. fastlaegger en ansvarsfordeling. at forbeholdet respekteres af
udvikleren af kunstig intelligens-
systemet).
Tilgeengelig- OHL § 2 Hvis output, som indbefatter OHLS8 24b Hvis en bruger tilgaengeligger et Hvis en bruger tilgaengeligger et output i Rettighedshaveren kan anlaegge
gorelse af en eksemplarfremstilling af et output med henblik pa parodi, strid med § 2, er brugeren som udgangs- sag mod kraenkeren.
output fra Infosoc-direk- veerk, gores tilgaengeligt for Infosoc-direktivet  karikatur eTler pastiche, kan punkt ansvarlig.
kunstig tivet art. 2 almenheden, er handlingen art. 5, stk. 3, handlingen evt. vaere omfattet Hvis output uploades pa en
intelligens omfattetaf § 2/art. 20g § 3. litrak af 8§ 24 b/ art. 5, stk. 3, litra k. Hvis en bruger uploader etoutput,som onlineindholdsdelingstjeneste,
OHLS30HL § indbefatter en eksemplarfremstilling af et kan rettighedshaveren evt. klage
52c Hvis output, som indbefatter OHL 88 23, 25 Hvis et output f.eks. gengives vaerk, pa en onlineindholdsdelingstjeneste,  til tjenesten, jf. § 52 c, stk. 6,
en eksemplarfremstilling af et m.fl. i kritiske eller videnskabelige kan udbyderen af tjenesten evt. blive hvorefter dennes afgorelse i avrigt
DSM-direktivet veerk, uploades pa en onlineind- fremstillinger, ved omtale af ansvarlig for brugerens upload. vil kunne paklages til Ophavsrets-
art. 17 holdsdelingstjeneste, vil§ 52 ¢ Infosoc-direktivet dagsbegivenheder i aviser, i re- licensnaevnet.
evt. kunne finde anvendelse. art. 5, stk. 3,litra  portager mv: kan handlingen evt.
a og litra c m.fl."  veere undtaget efter bestem-
melserne herom.
Tilgeengelig- OHL§ 2 Det er uafklaret, om udbyderen Ingen Ejrelevant Hvis udbyderen kan anses for at foretage Hvis udbyderen foretager en selv-
gorelse af af en kunstig intelligensmodel en tilgeengeliggerelse for almenheden, staendig kreenkelse af ophavsret-
kunstig foretager en tilgaengeliggoerelse jf. 8 2, vil udbyderen veere ansvarlig for ten gennem sin tilrAdighedsstillel
intelligens- for almenheden af veerker og de eventuelle kraenkelser, en sédan til- se af et kunstig intelligenssystem,
modeller andre frembringelser, jf. 8§ 2, nér gaengeliggerelse medforer. vil rettighedshaveren f.eks. kunne

systemet stilles til radighed for
brugerne.

sagsege udbyderen af systemet.

*Vlurderingen er udtryk for ekspertgruppens opfattelse. Retstilstanden er ikke afklaret, og spergsméalene bor afgeres ved domstolene.
Oversigten tager udgangspunkt i, hvad der geelder for treening af kunstig intelligens foretaget pa& det tidspunkt, hvor oversigten er fremstillet.
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